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Abstract

In this paper, we present a low-dimensional, energy-based model for ferromagnetic hysteresis. It is
based on the postulates of Jiles and Atherton for modeling hysteresis losses. As a state space model,
the system is a set of two state equations, with the time-derivative of the average applied magnetic
field Ḣ as the input, and the average magnetic field Hand the average magnetizationM as state
variables. We show analytically that for a class of time-periodic inputs and initial condition at the
origin, the solution trajectory converges to a periodic orbit. This models an observed experimental
phenomenon.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

In recent years, there has been a great deal of interest in the area of smart structures
largely due to the availability of materials that show giant magnetostrictive, piezoelectric
and thermo-elastic responses. This opens up the possibility of building aircraft wings, ro-
torcraft blades, air inlets and engine nozzles with embedded smart actuators and sensors, so
that they can sense environmental or flow-regime changes and respond by changing their
structure to optimize performance. The above applications are based on novel materials that
show electro–magneto–thermo–visco–elasto–plastic constitutive relationships resulting in
complex, rate-dependent hysteretic responses. Thus, modeling and control of their behavior

∗ Corresponding author. Tel.: +1 806 742 2566; fax: +1 806 742 1112.
E-mail addresses:rvenkata@math.ttu.edu(R.V. Iyer),krishna@isr.umd.edu(P.S. Krishnaprasad).

0362-546X/$ - see front matter� 2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.na.2005.01.109

http://www.elsevier.com/locate/na
mailto:rvenkata@math.ttu.edu
mailto:krishna@isr.umd.edu


1448 R.V. Iyer, P.S. Krishnaprasad / Nonlinear Analysis 61 (2005) 1447–1482

is a challenge. We are interested in obtaining low dimensional models for magnetostrictive
actuators that show a constitutive coupling in their elastic and magnetic behaviors.

There is a large literature on the modeling of rate-independent hysteresis using the
Preisach formalism[17,5,25], with applications to the modeling of magnetic recording me-
dia[9]. There are also extensions of the basic Preisach formalism to include rate-dependent
hysteresis in some of this literature. In contrast to such non-local memory based models,
here we are interested in local-memory models of hysteretic behavior that would permit
representation in the form of low dimensional dynamical systems.

In this paper, we study a low-dimensional model for thin ferromagnetic rods that is based
in thermodynamics. This model is based on the work of Jiles and Atherton (J–A)[14]. Here
we systematically derive the model equations starting from energy balance considerations
and the postulates of Jiles and Atherton. We also prove analytically that for a class of
periodic inputs that are continuous in time, the unique solution to this strongly non-linear
model converges to a periodic orbit. Such orbits represent hysteresis loops. The period of
the asymptotic oscillation is the same as that of the input.

After the original J–A model was introduced in 1983[13], its features including the
use of few physically related material parameters and computational efficiency attracted
the attention of many researchers. Extensions to model magnetostrictive hysteresis were
made by Sablik and Jiles[20], and to a vector ferromagnetic hysteresis model was made by
Bergqvist[3]. Jiles himself generalized the model to include minor loop excursions[12].
Chiampi, Chiarabaglio and Repetto[6] used the model along with a fixed point technique to
compute the magnetic field and magnetic flux density in a hollow cylinder and validated the
results with the analytical solution. A comparison of the J–A and the Preisach models was
made by Philips et al.[19]. A more recent comparison of the Preisach and J–A models was
undertaken by Benabou et al.[2]. Deane[8] used the J–A model to study the dynamics of
an inductor circuit with a ferromagnetic core and validated the results with experiment. The
idea of the J–A model that hysteresis is caused by hindrances to domain-wall motion was
used to obtain models for ferroelectric, piezoelectric and ferroelastic materials by Smith
and Hom[22], Smith and Ounaies[23], and Massad and Smith[16].

2. Bulk ferromagnetic hysteresis theory

In this section, we develop the equations that constitute a model for bulk ferromagnetism
i.e. we consider the magnetization to be volume averaged. We first start by discussing
Langevin’s model of paramagnetism. Next, we discuss the modification of this model by
Weiss to explain lossless ferromagnetism. Finally we discuss Jiles and Atherton’s postu-
lates regarding hysteresis losses in a lossy ferromagnetic material and show how these
postulates together with energy-balance principles yield equations for a model for bulk
ferromagnetism.

Consider a collection ofN atomic magnetic moments of magnitudemand suppose that
they do not interact with each other, and are free to point in any direction. Further suppose
that an external magnetic field of magnitudeH is applied to this group of free moments.
For such a sample, Langevin showed using Boltzmann’s statistics that the average magnetic
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moment of the sample in the direction of the magnetic field is given by[18,7]

Mpara=MsL(z1), (1)

whereL(z1)=coth z1−1/z1 is called the Langevin function, andMs=Nm is the maximum
value of the average magnetization when all the moments are aligned together.z is given by

z1 = mH

kT
, (2)

whereT is the absolute temperature andk is Boltzmann’s constant. The functionL(·) has
the following properties:

1. L(·) is a strictly increasing function with−1<L(z)<0 for z<0; L(0) = 0; and
0<L(z)<1 for z>0;

2. A very important property regarding the derivative ofL(·) is

max
z

�L
�z

(z)= �L
�z

(0)= 1

3
; (3)

3. Forz>1, the Langevin function may be expanded as

L(z)= z

3
− z3

45
+ · · · .

Thus for small values ofzwe can neglect terms higher than the first one in the above equation
and we have

Mpara≈ Nm2

3kT
H .

The above relation is the well-known Curie Law explaining the 1/Tdependence of the
susceptibility of a paramagnetic substance on the temperature. Though Langevin’s result fit
the experimental observations for paramagnetic materials well, it grossly overestimated the
magnetic field value required to saturate ferromagnetic materials. Weiss reasoned that the
atomic magnetic moments in a ferromagnetic substance interact strongly with one another
and tend to align themselves parallel to each other. The interaction is such as to correspond
to an applied field of the order of magnitude of 109 A/m for iron [7]. The effect of an
externally applied field is merely to change the direction of the spontaneous magnetization.
The effect of the interaction of the neighbouring magnetic moments was modeled by Weiss
as an additional magnetic field experienced by each moment. Weiss called this additional
magnetic fieldthe molecular field. By Weiss’s postulate, the atomic moments experience an
additional field of magnitude�Man in the direction of the magnetic field, whereMan is the
average magnetic moment of the sample in the direction of the field. The suffix ‘an’ stands
for anhystereticand the reason for this will be seen in a moment.

Repeating the calculations as the paramagnetic case, we get[7]

Man(z)=MsL(z)=Ms

(
cothz − 1

z

)
(4)
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Fig. 1. Geometry of ferromagnetic rods considered.

z in the above equation is given by

z = m(H + �Man)

kT
, (5)

where� is the molecular-field parameter. The magnetic field H+ �Man is theeffective
magnetic fieldin the body. Rewriting the above equation, we get

Man = zkT

m�
− H

�
. (6)

Then the magnetizationMan is given by the simultaneous solution of Eqs. (4) and (6) for
a given value ofH. The ferromagnetic solid considered was lossless, and hence the same
curve in the(H,M)-plane is traced during both the increasing and decreasing branches for
a periodicH (Fig. 3). This curve is called the “anhysteretic” curve.

In 1983, Jiles and Atherton[13] proposed a model for bulk ferromagnetic hysteresis.
Their aim was to try and reproduce the bulkB–Hcurves observed in ferromagnetic rods or
toroids. The theory was based on a modification of the Weiss molecular field model in which
the changes in magnetization due to the motion of domain walls under an applied field were
accounted for. In effect, they postulate an expression for the dissipation of energy during
domain wall motion. This quantity is a troublesome quantity to calculate from first principles
because of the diversity of phenomena that contribute to it and from practical considerations
having to do with estimating the number of defects in a particular ferromagnet, etc. The
contribution of Jiles andAtherton is to postulate a simple expression to account for the losses.
This expression is very similar to the energy losses due to kinetic friction in that it says that
the losses associated with magnetization changes for a magnetic body is proportional to the
rate of change of magnetization.

Consider a ferromagnetic material that is in the shape of a thin toroid or rod (see
Fig. 1). An external source is assumed to produce a uniform magnetic fieldH along the
axis of the body as inFig. 1. This fieldH is purely due to the external source (for example,
a field generated by a current through a coil connected to a battery) and is not the effective
magnetic field in the body. Suppose that the magnetization per unit volume, along the axis
of the rod is denoted byM. H andM are scalar quantities denoting the magnitude of the
magnetic field and magnetization per unit volume, along the axis of the specimen. A change
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in the fieldH brings about a corresponding change in the magnetization of the body in ac-
cordance with Maxwell’s laws of electromagnetism. The work done by the external source
�Wbat, is equal to the change in the internal energy of the material�Wmagand losses in the
magnetization process�Lmag:

�Wbat = �Wmag+ �Lmag. (7)

Brown [26] derives the work done by the battery in changing the magnetization per unit
volume fromM1 to M2. In our case, working with the average quantitiesH andM we get
the work done per unit volume to be

�Wbat =
∫ M2

M1

�0H dM,

where�0 is the magnetic permeability of free space. This is the same as Chikazumi’s
expression[7]. We consider one “cycle” of the magnetization process as the change in the
external magnetic field during a time interval[0, T ] so thatH(0)=H(T )andM(0)=M(T ).

This is clearly possible for anidealferromagnetic material (as the one considered by Weiss)
where the magnetization and magnetic field quantities are related through Eqs. (4)–(5). For
other ferromagnetic materials, we will show later that it is indeed possible for this to happen.
The work done by the battery during onecycleof the magnetization process is:

�Wbat =
∮

�0H dM. (8)

The relationship between the above energy expression and the usual expression of the work
done can be derived easily.

�Wbat =
∮

�0H dM =
∮

�0H dM +
∮

�0H dH =
∮

H dB,

whereB is themagnetic fluxdensityalong the axis in the ferromagnetic body, and is related to
HandMbyB=�0(H+M).The above expression is not very useful for our purposes. Below,
we obtain another equivalent expression for the work done by the battery. As

∮
�0H dH

and
∮

�0M dM are loop integrals of exact differentials and hence equal to zero, we have∮
�0H dM = −

∮
�0M dH = −

∮
�0M dH − �

∮
�0M dM = −

∮
M dBe, (9)

where the constant� can take any value andBe = �0He = �0(H + �M).

Eq. (9) is of interest because, in Weiss’s molecular field theory for ideal ferromagnetic
rods (no losses),M ≡ Man is a function ofBe with �> 0 the molecular field parameter. For
an ideal ferromagnetic rod,Man is given by Eq. (4), so thatMan=MsL(Be/a). Using Eq.
(9), we obtain the expression for�Wmag from the ideal case:

�Wmag= −
∮

MandBe. (10)

Thus for an ideal ferromagnet,�Wbat is equal to zero as we would expect it to be. Hence
if H is a periodic function of time, then the same curve is traced for both the increasing
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Fig. 2. Phenomenological modeling of hysteresis in ferromagnets.

and decreasing branches in the(H,M)-plane (Fig.3). This curve is called the anhysteretic
curve. One can think of this curve as the characteristic of an ideal ferromagnetic sample
with no losses. In the following, we will call the value ofM on the anhysteretic curve
corresponding to a given value ofH as theanhysteretic magnetizationcorresponding toH.

A typical ferromagnetic rod however, has losses. Themagnetization curveor theM vs
H characteristic for a typical ferromagnetic toroidal/thin rod sample is as shown inFig. 2.
Depending on whether the energy dissipated due to hysteresis is large or small, Bozorth
[4] and Chikazumi[7] classify different parts of the magnetization curve as irreversible
or reversible. For example inFig. 2, the hysteresis loops in regions I and III tend to be
smaller in area enclosed than the loops in region II. Bozorth classifies the three regions by
identifying them with the following processes:

1. Reversible rotation of atomic magnetic moments(Region I);
2. Irreversible boundary displacement of domain walls in the rod (Region II);
3. Reversible boundary displacement of domain walls in the rod (Region III).

For a discussion of domain formation in the micromagnetic theory of magnetism please refer
to Aharoni[1]. A quantitative model for hysteresis was proposed by Jiles and Atherton in
1983 along the lines of Chikazumi and Bozorth, with some significant differences however.
For instance, they considerM to be comprised of an irreversible componentMirr and a
reversible componentMrev so that:

M =Mrev +Mirr . (11)

This is in contrast to Chikazumi who considers[7]:

dM

dH
= dMrev

dH
+ dMirr

dH
.
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Next, Jiles and Atherton assumeMrev is related to the anhysteretic or ideal magnetization
by

Mrev = c(Man −Mirr ), (12)

where 0<c<1 is a parameter that depends on the material. Ifc = 1, we haveM = Man.

They hypothesize that the energy loss due to the magnetization is only due toMirr .We now
consider one cycle of the magnetization process as the change in the external magnetic field
during a time interval[0, T ] so thatH(0)=H(T ),Mrev(0)=Mrev(T )andMirr (0)=Mirr (T ).

At this point we will assume that this is possible and we will show later in Section 3 that
this is indeed possible. Then Jiles and Atherton postulate that in one cycle the loss due to
hysteresis is

�Lmag=
∮

k�(1 − c)dMirr . (13)

In the above equation,k is a non-negative parameter, and� is defined as

��sign(Ḣ ). (14)

One can notice that fork=0, orc=1 we have�Lmag=0. Jiles andAtherton further postulate
that: If the actual magnetization is less than the anhysteretic value and the magnetic field

strength H is lowered,then until the value of M becomes equal to the anhysteretic value
Man, the change in magnetization is reversible.

That is,

dMirr

dH
= 0 if

{
Ḣ <0 and Man(He)−M(H)>0,
Ḣ >0 and Man(He)−M(H)<0.

(15)

As will be seen later, Eqs. (11)–(15) result in a model for magnetization that is numerically
well-conditioned for periodic inputs. Without Eq. (15), the incremental susceptibility at the
reversal points dM/dH can become negative.This can be checked by numerical simulations.
Ferromagnetic materials are characterized by a positive incremental susceptibility[4]. In
fact, it is this feature that distinguishes paramagnetic and ferromagnetic materials from
diamagnetic materials (that have negative incremental susceptibility).

By Eqs. (11) and (12) we get

M = (1 − c)Mirr + cMan. (16)

Using the notation of Jiles and Atherton, let

�M =
{0 : Ḣ <0 andMan(He)−M(H)>0,

0 : Ḣ >0 andMan(He)−M(H)<0,
1 : otherwise.

(17)

Then by (15) and (16),

dM

dH
= �M(1 − c)

dMirr

dH
+ c

dMan

dH
. (18)
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From Eqs. (7)–(10) and (13), we obtain the following energy balance equation for one cycle
of the magnetization process:∮ (

Man −M − k�(1 − c)
dMirr

dBe

)
dBe = 0. (19)

The above equation is valid for a cycle of the magnetization process as described earlier.
We now make thehypothesisthat the following equation is valid over any part of the
magnetization cycle:∫ t2

t1

(
Man −M − k�(1 − c)

dMirr

dBe

)
dBe

dt
dt = 0, (20)

wheret1, t2 ∈ [0, T ] with t2> t1. We can see that Eq. (20) implies Eq. (19), but not vice
versa. If we keep in mind that we are working with a full magnetization cycle, we can
continue to work with Eq. (20). As Eq. (20) is valid for anyt1, t2 ∈ [0, T ], the integrand
must be zero:

Man −M − k�(1 − c)
dMirr

dBe

= 0. (21)

Using Eqs. (18) and (21) we get after some formal manipulations that

dM

dH
=

k�
�0

c
dMan

dH
+ �M(Man −M)

k�
�0

− �M(Man −M)�
. (22)

Settingk=0 yields�M(Man−M)dM
dH =− �M(Man−M)

� .As mentioned before, ferromagnetic
materials show positive incremental susceptibility, that is dM/dH >0. As �> 0, for the
above equation to make sense for all values of�M we must have

Man −M = 0 or M =Man. (23)

Settingc=1 in Eq. (22) and using Eq. (18) we get (23) (one can also directly use Eq. (21) to
see this). Thusk=0 orc=1 represent the lossless case. On the other hand, ifMan−M=0,
then for (21) we must havek = 0 or c = 1.Hence for the ferromagnetic hysteresis model,

c = 1 or k= 0 ⇐⇒ M =Man. (24)

Rewriting Eq. (22) so that we have dMan/dHe in the numerator on the right-hand side we
get

dM

dH
=

k�
�0

c
dMan

dHe

+ �M(Man −M)

k�
�0

− �M(Man −M)� − k�
�0

�c
dMan

dHe

. (25)

This equation is different from the one obtained by Jiles and Atherton[14] due to some
apparent discrepancies in their derivations. We henceforth refer to it as thebulk ferromag-
netic hysteresis modelso as not to confuse it with the model in[14] that is popularly known
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as J–A model. A main difference between the two is that for the J–A model, settingk = 0
does notyieldM = Man. For the sake of completeness we write down the other equations
satisfied by the system:

Man(He)=Ms

(
coth

(
He

a

)
− a

He

)
, (26)

He =H + �M, (27)

� = sign(Ḣ ), (28)

�M =
{0 : Ḣ <0 and Man(He)−M(H)>0,

0 : Ḣ >0 and Man(He)−M(H)<0,
1 : otherwise.

(29)

Eqs. (25)–(29) constitute the bulk ferromagnetic hysteresis model of this paper. There are 5
non-negative parameters in this model namelya, �,Ms, c, k. Also 0<c<1. Fig. 3shows
the values taken by the discrete variables�, �M at different sections of a representative
hysteresis curve in the(H,M)-plane.

Remarks. 1. Note that in Eq. (26), the effective field is given by Eq. (27) and not by
He =H + �Man as for the ideal case.

2. The bulk ferromagnetic hysteresis model israte-independentin the following sense.
Suppose that� : [0, T ] → [0, T ] is an monotone-increasing function with�(0) = 0 and
�(T ) = T . Then� can be considered to be a time reparametrization. Hereu�Ḣ can be
considered to be the parameter that is changed by external means (an input) so that the
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system takes the form:

Ḣ = u, (30a)

Ṁ = dM

dH
u, (30b)

with dM/dH given by Eq. (25). Suppose thatu(·) is a continuous function during a time
interval[0, T ], T >0, andH(·) andM(·) are the solutions of Eqs. (30a)–(30b). If the time
axis is transformed according to� then it is easy to see that the new solutions are simply
H ◦�(·) andM ◦�(·). Thus the graph on the(H,M)-plane remains the same even if there
is a time reparametrization. This property of the bulk ferromagnetic hysteresis model we
call rate-independence.

3. Qualitative analysis of the model

The model (25)–(29) was derived by extracting a local law from the balance equation
associated to loops in the(H,M)plane. For the model to be of value to an engineer interested
in capturing the behavior of a rod of ferromagnetic material in computer simulations (as for
instance practised in[6,19]with power applications in mind), it is necessary to demonstrate
that it admits well-defined solutions. This is addressed in the existence and uniqueness
theory below. Additionally we show that for a range of parameter values and a large class
of periodic input signals, the model predicts convergence from the zero state in the(H,M)

plane to a periodic solution of the type observed in experiments. These are among the main
contributions of this paper.

First we prove an important property. Define state variables,x1 =H, x2 =M. Define

z�x1 + �x2

a
. (31)

DenoteL(z)=coth(z)−1/zand�L/�z(z)=−cosech2(z)+1/z2.Then the state equations
are:

ẋ1 = u, (32a)

ẋ2 = g(x1, x2, x3, x4)u, (32b)

where

x3 = sign(u), (33a)

x4 =


0 : x3< 0 and coth(z)− 1

z
− x2

Ms

> 0,

0 : x3> 0 and coth(z)− 1

z
− x2

Ms

< 0,

1 : otherwise,

(33b)
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and

g(x1, x2, x3, x4)=
kx3

�0

cMs

a

�L
�z

(z)+ x4Ms

(
L(z)− x2

Ms

)
kx3

�0
− x4Ms

(
L(z)− x2

Ms

)
� − kx3

�0
�
cMs

a

�L
�z

(z)

. (34)

The system (32a)–(34) has two continuous states:x1 andx2. u(·) is the input.x3 andx4
are discrete variables that are functions ofx1, x2, u and timet. Thereforex3 andx4 are
not discrete states. As the functiong on the right-hand side of Eq. (32b) depends onx3
andx4, it is not continuous as a function of time. Therefore, the notion of solution to the
system (32a)–(34) is in the sense of Carathéodory (see Appendix). A Carathéodory solution
(x1, x2)(t) to (32a)–(34) fort defined on a real intervalI, satisfies (32a)–(34) for allt ∈ I

except on a set of Lebesgue measure zero, consisting of points where the right-hand side
of (32b) is discontinuous. Note that ifu(t)= 0 at those timest whereg(·) is discontinuous,
then one might consider applying the standard existence and uniqueness theorem for ODE’s
[15]. However we encounter a serious difficulty in the application of this theorem as we
have to show that a Lipschitz inequality holds for the vector-field in a compact region that
includes the origin in time and the(H,M) plane. Hence we use the notion of Carathéodory
solution to Eqs. (32a)–(34), as it allows to show existence and extension of solutions first
before considering uniqueness.

Theorem 3.1. Consider the system of equations(32a)–(34).Let the initial condition
(x1, x2)(t = 0)= (x10, x20) be on the anhysteretic curve:

z0 = x10 + �x20

a
,

x20 =Ms

(
coth(z0)− 1

z0

)
. (35)

Let the parameters satisfy

�Ms

3a
< 1, (36a)

0<c<1, (36b)

k >0. (36c)

Letu(·) be a continuous function of t,withu(0)=0andu(t)>0 for t ∈ (0, b),whereb>0
and let(x1(t), x2(t)) denote the solution of(32a)–(34).Then(MsL(z(t))−x2(t))>0 ∀t ∈
(0, b). If u(t)<0 for t ∈ [0, b) whereb>0, then(MsL(z(t))− x2(t))<0 ∀t ∈ (0, b).

Proof. We make a change of co-ordinates� from (x1, x2) to (z, y), where

z = x1 + �x2

a
,

y =MsL(z)− x2.
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Denotew = (z, y) andx = (x1, x2). The domain of definition of the transformation� :
x �→ w is R2. The Jacobian of the transform is given by

��
�x

=


1

a

�
a

Ms

a

�L
�z

(z)
Ms�
a

�L
�z

(z)− 1

 .

The determinant of��/�x is

det

(
��
�x

)
= −1

a
∀x ∈ R2.

The results on existence, extension and uniqueness of solutions to the state equations in the
transformed space carry over to the equations in the original state space. Denoteẇ=f (t, w).

The initial conditions in the transformed co-ordinates are

w0 = (z0, y0)=
(
x10 + �x20

a
, 0

)
.

The state equations in terms ofw are:

ż = f1(t, w)�
(

1 + �ḡ(z, y, x3, x4)

a

)
u, (37a)

=
1

a

kx3

�0

kx3

�0
− �

(
x4y + kx3

�0

cMs

a

�L
�z

(z)

)u, (37b)

ẏ = f2(t, w)�
(
Ms

a

�L
�z

(z)+
(

�Ms

a

�L
�z

(z)− 1

)
ḡ(z, y, x3, x4)

)
u, (38a)

=
Ms

a

kx3(1 − c)

�0

�L
�z

(z)− x4y

kx3

�0
− �

(
x4y + kx3

�0

cMs

a

�L
�z

(z)

)u. (38b)

where

x3 = sign(u), (39a)

x4 =
{0 : x3< 0 and y >0,

0 : x3> 0 and y <0,
1 : otherwise,

(39b)

where

ḡ(z, y, x3, x4)=
kx3

�0

cMs

a

�L
�z

(z)+ x4y

kx3

�0
− x4y� − kx3

�0
�
cMs

a

�L
�z

(z)

. (40)
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Let (t, z, y) ∈ D = (−�1, b) × (−∞,∞) × (−�1,
k
�0

Ms(1−c)
3a + �1), where�1, �1 are

sufficiently small positive numbers.
As u(t) is only defined fort�0, we need to extend the domain ofu(·) to (−�1, 0). This

can be easily accomplished by definingu(t)= 0 for t ∈ (−�1, 0). Thenf1(t, w), f2(t, w)

exist onD which can be seen as follows.

1. In the time interval(−�1, 0], u(t) = 0 by definition. Thereforex3 = 0 by (39a) and
x4 = 1 by (39b). This implies that̄g(z, y,0, 1)= −1/� is well-defined onD. Therefore
f1(t, w) andf2(t, w) are also well defined.

2. In the time interval(0, b), u(t)>0. Thereforex3 = 1.Hence

ḡ(z, y,1, x4)=
k

�0

cMs

a

�L
�z

(z)+ x4y

k

�0
− x4y� − k

�0
�
cMs

a

�L
�z

(z)

.

We have to ensure thatf is well defined∀(z, y) ∈ (−∞,∞) × (−�1,
k
�0

Ms(1−c)
3a + �1).

(a) x4 = 0 implies

ḡ(z, y,1,0)=
k

�0

cMs

a

�L
�z

(z)

k

�0
− k

�0
�
cMs

a

�L
�z

(z)

.

By (36a) and (36b), the denominator ofḡ is always positive∀(z, y) ∈ (−∞,∞)×
(−�1,

k
�0

Ms(1−c)
3a + �1). Hencef1(t, w) andf2(t, w) are well-defined.

(b) x4 = 1 implies

ḡ(z, y,1,1)=
k

�0

cMs

a

�L
�z

(z)+ y

k

�0
− y� − k

�0
�
cMs

a

�L
�z

(z)

.

By (36a), the denominator of̄g is always positive∀(z, y) ∈ (−∞,∞) × (−�1,
k
�0

Ms(1−c)
3a + �1) if we choose�1 small enough. Hencef1(t, w) andf2(t, w) are well-

defined. �

Existence of a solution. We first show existence of a solution att = 0. To prove existence,
we show thatf (·, ·) satisfies Carathéodory’s conditions.

1. We have already seen thatf (·, ·) is well defined onD.We now check whetherf1(t, w)

andf2(t, w) are continuous functions ofw for all t ∈ (−�1, b).

(a) For t ∈ (−�1, 0], f1(t, w), f2(t, w) are both zero and hence trivially continuous
in w.
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(b) At t >0, x3 = 1. To check whetherf1(t, w), f2(t, w) are continuous with respect
tow, we only need to check whetherḡt (·) is continuous as a function ofw.

ḡt (w)=
k

�0

cMs

a

�L
�z

(z)+ x4y

k

�0
− x4y� − k

�0
�
cMs

a

�L
�z

(z)

.

In the above expression, the only term that could possibly be discontinuous as a
function ofw is

h(w)�x4y.

By (39b), if y�0, x4 = 1 and ify <0, x4 = 0 (becausex3 = 1). Therefore

lim
y→0+h(w)= lim

y→0−h(w)= 0.

Hence,f (·, ·) satisfies Carathéodory’s first condition fort ∈ (−�1, b).
2. Next, we need to check whether the functionf (t, w) is measurable int for eachw.

(a) Fort ∈ (−�1, 0], u(t) = 0. Therefore for eachw, f (·, w) is a continuous function
of time t trivially.

(b) For t >0, u(t)>0. This implies by (39a) thatx3 = 1.Hence for eachw, x4 is also
fixed. Therefore for eachw

f1(t, w)=K1(w)u(t),

f2(t, w)=K2(w)u(t),

whereK1(·),K2(·)are functions ofw, implying thatf (t, w) is a continuous function
of t asu(·) is a continuous function oft.

Hence,f (·, ·) satisfies Carathéodory’s second condition fort ∈ (−�1, b).
3. For eacht ∈ (−�1, b), ḡ(·) is continuous as a function ofw. The denominator of̄g(·)

is bounded both above and below. The lower bound on the denominator ofḡ(·) in D is

A= k

�0

(
1 − �Ms

3a

)
− ��1 (41)

as�L/�z(z)� 1
3 (see (3)). Thus for all(z, y) ∈ (−∞,∞)× (−�1,

k
�0

Ms(1−c)
3a + �1) we

have,

|ḡ(t, w)|� 1

A

(
k

�0

Ms

3a
+ �1

)
.

Thusg(·, ·) is uniformly bounded inD. By (37a) and (38a),f (·, ·) is also uniformly
bounded inD. Hencef (·, ·) satisfies Carathéodory’s third condition for(t, w) ∈ D.

Hence by the Existence Theorem 6.1, for(t0, w0) = (0, (0, 0)), there exists a solution
through(t0, w0).
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Extension of the solution(We now extend the solution through(t0, w0), so that it is
defined for allt ∈ [0, b).). According to the Extension Theorem 6.2, the solution can be
extended until it reaches the boundary ofD.As f (t, (z, y)) is defined∀z, we only need to
ensure thaty(t) does not reach the boundary of the set(−�1,

kMs(1−c)
3�0a

+ �1].We show this

by proving that regardless ofb, y(·) satisfies 0�y(t)� kMs(1−c)
3�0a

∀t ∈ [0, b). This implies
that the solution can be extended to the boundary of the timet interval.

1. We know thaty(0)= 0.We will show thaty(t)>0 ∀t ∈ (0, b). As ẏ(0+)>0,∃ b1> 0
� y(t)>0 ∀t ∈ (0, b1). If this were not true then we could form a sequence of time
instantstk → 0, with tk > 0 � y(tk)�0 for k sufficiently large. Then

lim
tk→0

y(tk)− y(0)

tk − 0
= lim

tk→0

y(tk)− 0

tk
�0

which contradictṡy(0+)>0.
Let b1 denote the maximal time instant such thaty(t)>0 ∀t ∈ (0, b1). Supposeb1<b.
Theny(b1) = 0 by continuity ofy(·). At t = b1, x3 = 1 by (39a) andx4 = 1 by (39b).
Therefore,

ẏ(b1)=

Ms

a

�L
�z

(z)−
1 − �Ms

a

�L
�z

(z)(
1 − �

cMs

a

�L
�z

(z)

) cMs

a

�L
�z

(z)

 u(b1).

By (36a)–(36b) and (3),

1 − �Ms

a

�L
�z

(z)

1 − c
�Ms

a

�L
�z

(z)

< 1. (42)

By (42)

ẏ(b1)>

(
Ms

a

�L
�z

(z)− cMs

a

�L
�z

(z)

)
u(b1),

= Ms

a

�L
�z

(z)(1 − c)u(b1) >0 by (36b).

Therefore for some�> 0 sufficiently small (with�<b1),

y(b1 − �)= y(b1)− �ẏ(b1)+ o(�2)

= 0 − �ẏ(b1)+ o(�2)<0,

which is a contradiction of the fact thaty(t)>0 ∀t ∈ (0, b1).

Hencey(t)>0 ∀t ∈ (0, b).
2. We now verify thaty(t)�k/�0Ms(1 − c)/3a.

As u(t)>0 for t ∈ (0, b), x3(t) = 1 by (39a). We proved thaty(t)>0 for t ∈ (0, b)
implying thatx4(t)=1.By expanding the right-hand sides of (37a) and (38a) withx3=1
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andx4 = 1, we get

ż(t)=
1

a

k

�0
k

�0
− �y − k

�0
�
cMs

a

�L
�z

(z)

u(t), (43)

ẏ(t)=
k

�0

(1 − c)Ms

a

�L
�z

(z)− y

k

�0
− �y − k

�0
�
cMs

a

�L
�z

(z)

u(t). (44)

All possible relative maximum values ofy(·) (� ykmax) occur fort = tk ∈ (0, b) such
thatẏ(tk)= 0. Denote the corresponding values ofzby zkymax

. By (44) and (3), we have
for these values oftk,

ykmax = k(1 − c)

�0

Ms

a

�L
�z

(zkymax
)� k(1 − c)

�0

Ms

3a
. (45)

Therefore the solution can be extended in time to the boundary of[0, b). In the course of
continuing the solutions, we also proved that(MsL(z(t))− x2(t))>0 ∀t ∈ (0, b).
Uniqueness. Asu(t)>0 for t�0, x3 = 1. As y >0 for t >0, x4 = 1 for t >0. We

concentrate on this case below. Att = 0,x4 = 0 and the Lipschitz constants obtained in the
following analysis can again be used to show uniqueness.

UsingA defined by (41), we can obtain a lower bound for the denominator off1(t, w).
With w1 = (z1, y1) andw2 = (z2, y2), we have

|f1(t, w1)−f1(t, w2)|�
1

a

k

�0

A2

(
k

�0

�cMs

a

∣∣∣∣�L�z (z1)−�L
�z

(z2)

∣∣∣∣+�|y1−y2|
)
u(t).

(46)

As �L/�z(z) is a smooth function ofz,∃ a non-negative constantK � [15]∣∣∣∣�L�z (z1)− �L
�z

(z2)

∣∣∣∣ �K|z1 − z2| ∀z1, z2 ∈ (−∞,∞).

Hence

|f1(t, w1)− f1(t, w2)|�
1

a

k

�0

A2

(
k

�0

�cMs

a
K|z1 − z2| + �|y1 − y2|

)
u(t)

�

1

a

k

�0

A2

(
k

�0

c�Ms

a
K + �

)
‖w1 − w2‖u(t). (47)
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Now

|f2(t, w1)− f2(t, w2)|� u(t)

A2

((
k

�0

)2
(1 − c)Ms

a

∣∣∣∣�L�z (z1)− �L
�z

(z2)

∣∣∣∣
+ k

�0
|y1 − y2| + k

�0

�Ms

a

∣∣∣∣y1
�L
�z

(z2)− y2
�L
�z

(z1)

∣∣∣∣) .

(48)

We can rewrite the last term with

y1
�L
�z

(z2)− y2
�L
�z

(z1)= y1

(
�L
�z

(z2)− �L
�z

(z1)

)
+ (y1 − y2)

�L
�z

(z1).

Then Inequality (48) becomes

|f2(t, w1)− f2(t, w2)|� u(t)

A2

((
k

�0

)2
(1 − c)Ms

a
K|z1 − z2| + k

�0
|y1 − y2|

+ k

�0

�Ms

a

(
|y1|K|z1 − z2| +

∣∣∣∣�L�z (z1)

∣∣∣∣ |y1 − y2|
))

.

As |y1|�k(1 − c)/�0Ms/3a+ �1 and�L/�z(z1)� 1
3 for all (t, z1, y1) ∈ D,

|f2(t, w1)− f2(t, w2)|
� u(t)

A2

[((
k

�0

)2
(1 − c)Ms

a
K + k

�0

�Ms

a
K

(
k(1 − c)

�0

Ms

3a
+ �1

))
|z1 − z2|

+ k

�0

(
1 + �Ms

3a

)
|y1 − y2|

]
� u(t)

A2

k

�0

[
k

�0

(1 − c)Ms

a
K + �Ms

a

k(1 − c)

�0

Ms

3a
K + �Ms

a
K�1

+1 + �Ms

3a

]
‖w1 − w2‖. (49)

By (47) and (49)

‖f (t, w1)− f (t, w2)‖�B‖w1 − w2‖u(t), (50)

whereB is some positive constant. Hence there exists atmost one solution inD by Theorem
6.3.

For inputsu(·) with u(t)<0 for t ∈ (0, b), the same proof can be repeated to arrive at
the conclusion that(MsL(z(t))− x2(t))<0 ∀t ∈ (0, b).

This completes the proof of Theorem 3.1.�

The following corollary continues the ideas contained in Theorem 3.1.

Corollary 3.1. Consider thesystemofequations(32a)–(34).Let the initial condition(x1, x2)

(t = 0)= (x10, x20) be on the anhysteretic curve(see(35)).Suppose the parameters satisfy
(36a)–(36c).If u(t)> �> 0 for t ∈ (0, b) then asb → ∞, x2(t) → Ms.
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Proof. We again perform a change of co-ordinates(x1, x2) �→ (z, y). By (37a)

ż(t)= 1 + �ḡ(z, y, x3, x4)

a
u.

As in the proof of Theorem 3.1,x3 = 1 andx4 = 1 for all t ∈ (0, b).With D defined as in
the proof of Theorem 3.1, one can again repeat the arguments made earlier, to show that
ḡ(z, y,1,1)>0 for all (z, y) ∈ D. One can then make the conclusion that:

ż(t) >
1

a
u(t)>

�
a

, (51)

whereḡ(z, y, x3, x4) is given by (40) andx3, x4 are defined by (39a) and (39b), respectively.
Inequality (51) shows thatz(·) → ∞ asb → ∞.Hence it is sufficient to study the behavior
of y as a function ofz. Using Eqs. (43) and (44), we can obtain a differential equation for
the evolution ofy as a function ofz:

y + 1

a

k

�0

dy

dz
= k(1 − c)Ms

�0a

�L
�z

(z). (52)

The initial condition for the above differential equation isy(z = z0)= 0. Define

v(z)�k(1 − c)Ms

�0a

�L
�z

(z).

Clearlyv(z)>0 ∀z. Employing Laplace transforms, we have

Y (s)= V (s)

k

a�0
s + 1

,

where the Laplace transform ofv(z), y(z) are denoted asV (s) andY (s), respectively.V (s)
exists for alls ∈ C because by definition of the Laplace transform

V (s)=
∫ ∞

0
v(z) exp(−zs)dz,

andv(z) is an integrable function ofz. By the Final-value theorem for Laplace transforms
[21], limz→∞ y(z)= lims→0 sY (s).

Therefore

lim
z→∞ y(z)= lim

s→0

sV (s)

k

a�0
s + 1

.

Now (by another application of the Final-value theorem for Laplace transforms)

lim
s→0

sV (s)= lim
z→∞ v(z)

= lim
z→∞

k(1 − c)

�0

dL

dz
= 0. (53)

Hence, limz→∞ y(z)= 0.
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We conclude thatx2(t) → Ms ast → ∞. �

There are some additional remarks that one can make from the proof of the corollary.
Firstly, convergence ofy(·) to zero is faster for smaller values of the ratiok/a�0. Secondly,
critical points ofy(·) are obtained by settinġy(tcr) = 0. Thus critical values ofy(·) must
satisfy:

y(tcr)= k(1 − c)Ms

�0a

�L
�z

(z).

At t = 0, ẏ >0 and soy(·) is increasing function initially. Ast → ∞, by Corollary 3.1 we
have,y → 0. In order to understand the behavior ofy(·) at its critical points, we need to
computeÿ at the critical points. However, asÿ involves the input signaluand its derivatives,
it is more instructive to study d2y/dz2 at the critical pointszcr = z(tcr). Note that att = tcr,

dy/dz = 0 by Eq. (52). Using Eq. (52) we get

1

a

k

�0

d2y

dz2 (zcr)= k(1 − c)Ms

�0a

d2L

dz2 (zcr)<0 if zcr > 0, and > 0 if zcr < 0.

Therefore the critical pointscannotbe maxima ifzcr < 0. We also have the condition that
ż >0. So if the initial condition satisfiesy(0) = 0 andz0> 0 (that is, the initial condition
is on the anhysteretic curve in the first quadrant of the(x1, x2) plane), then there can be
atmost one maximum fory(·). If the initial condition satisfiesy(0)= 0 andz0< 0 (that is,
the initial condition is on the anhysteretic curve in the third quadrant of the(x1, x2) plane),
then there cannot be any maxima fory(·) until the solution trajectory stays in the third
quadrant. The above statements have to be appropriately changed if the input satisfiesu<0
instead ofu>0.

Next, we show a simple consequence of Theorem 3.1, that if the initial condition is on
the positivex1 axis withu(t)>0 then we still have existence and uniqueness of solutions,
and the conclusions of Corollary 3.1 also hold. This result is used in part two of this paper
while analyzing the well-posedness of the magnetostriction model.

Corollary 3.2. Consider the systemof equations(32a)–(34).Suppose that the initial condi-
tion is(x1, x2)(t=0)= (x10, 0)wherex10 > 0, and that the parameters satisfy(36a)–(36c).
Then the following hold:

• let the inputu(·) be a continuous function of t withu(t)>0 for t ∈ (−�, b),whereb>0
and�> 0 be a sufficiently small positive number. Let(x1(t), x2(t)) denote the solution
of (32a)–(34).Theny(t) = (MsL(z(t)) − x2(t))>0 ∀t ∈ [0, b). Else ifu(t)<0 for
t ∈ (−�, b) whereb>0, theny(t)= (MsL(z(t))− x2(t))<0 ∀t ∈ [0, b).

• if u(t)> �> 0 for t ∈ (0, b) then asb → ∞, x2(t) → Ms.

Proof. We can choose the domainD as in Theorem 3.1 in order to show the existence
and uniqueness of the solution. Proceeding exactly as in Theorem 3.1, we obtain the
first assertion. Similarly, proceeding exactly as in Corollary 3.1 we obtain the second
assertion. �
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t

t

(0,0)

(0,0)

u1(t) = -u(b - t)

b

b

(t)

Fig. 4. Sample signalsu(·) andu1(·).

Next, suppose that an inputu(t)>0 for t ∈ [0, b) has been applied to system (32a)–(34)
with initial condition as in Theorem 3.1. Let

x0 = (x10, x20)= lim
t→b

(x1, x2)(t). (54)

x0 is well-defined because of the Extension Theorem 6.2. Define the setO1 as

O1�
⋃

t∈(0,b)
x(t), (55)

wherex(·) is the solution of (32a)–(34). We now ask the following question: if the input to
the system is reversed, then do we reach the origin (that was our starting point). The answer
is no, as we shall show below. For this purpose, define (seeFig. 4)

u(b)= lim
t→b

u(t), (56)

u1(t)= −u(b − t) for t ∈ [0, b]. (57)

Let the initial condition bex0 as defined in (54). In the next theorem, we show that there
exists a time 0<b1<b such thatx2(b1)=MsL(

x1(b1)+�x2(b1)
a

). In other words, the solution
trajectory intersects with the anhysteretic curve in the(x1, x2)-plane at timeb1<b. The
proof also shows that the solution obtained after reversing the input does not belong to the
original solution setO1.

Theorem 3.2. Consider thesystemofequations(32a)–(34).Let the initial condition(x1, x2)

(t=0)=(x10, x20)where(x10, x20) is definedby(54).Let theparameters satisfy(36a)–(36c).
Letu(t) andu1(t) be defined by(56)–(57).If u1(t) is the input to the system(32a)–(34)for
t ∈ [0, b], then∃ b1> 0 such thatb1<b andx2(b1)=MsL(

x1(b1)+�x2(b1)
a

).
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Proof. This proof of existence of a solution mimics that of Theorem 3.1, but we include it
for completeness. However, extension of solutions and uniqueness have to be re-done.

As before, we make a change of co-ordinates from(x1, x2) to (z, y) where

z = x1 + �x2

a
,

y =MsL(z)− x2.

The Jacobian of this transform is non-singular∀(x1, x2) ∈ R2 and hence the results on
existence, extension and uniqueness of solutions to the state equations in the transformed
space are applicable to the equations in the original state space. The state equationsẇ =
f (t, w) in terms ofw = (z, y) are given by (37a)–(39b), withu1(·) as the input function
instead ofu(·) in Eqs. (43) and (44). The initial conditions in the transformed co-ordinates
are

w0 = (z0, y0)=
(
x10 + �x20

a
,MsL(z0)− x20

)
.

Let

D = (−�1, b + �1)︸ ︷︷ ︸
t

× (−∞,∞)︸ ︷︷ ︸
z

×
(

0,
k

�0

Ms(1 − c)

3a
+ �1

)
︸ ︷︷ ︸

y

,

where�1, �1 are sufficiently small positive numbers.
We have to re-defineu1(·) so that it is well-defined over its domain(−�1, b + �1). This

can be easily accomplished by definingu1(t) = 0 for t ∈ (−�1, 0) ∪ (b, b + �1). Then
f1(t, w), f2(t, w) exist onD which can be seen as follows.

1. In the time interval(−�1, 0)∪(b, b+�1),u1(t)=0 by definition.Thereforex3=0 by (39a)
andx4 =1 by (39b). This implies that̄g(z, y,0, 1)=−y/y.Definingḡ(z, 0, 0, 1)=−1
makesḡ(z, y,0, 1)continuous as a function ofy.This also makesf1(t, w) andf2(t, w)

well defined.
2. In the time interval[0, b], u1(t)<0. Thereforex3 = −1.Hence

ḡ(z, y,−1, x4)=
k

�0

cMs

a

�L
�z

(z)− x4y

k

�0
+ x4y� − k

�0
�
cMs

a

�L
�z

(z)

.

We have to ensure thatf is well defined∀(z, y) ∈ (−∞,∞)× (0, k
�0

Ms(1−c)
3a + �1).

(a) x4 = 0 implies

ḡ(z, y,−1,0)=
k

�0

cMs

a

�L
�z

(z)

k

�0
− k

�0
�
cMs

a

�L
�z

(z)

.
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By (3), (36a) and (36b), the denominator ofḡ is always positive∀(z, y) ∈ (−∞,∞)×
(0, k

�0

Ms(1−c)
3a ). Hencef1(t, w) andf2(t, w) are well-defined.

(b) x4 = 1 implies

ḡ(z, y,−1,1)=
k

�0

cMs

a

�L
�z

(z)− y

k

�0
+ y� − k

�0
�
cMs

a

�L
�z(Z)

.

Again, by (3), (36a) and (36b), the denominator ofḡ is always positive∀(z, y) ∈
(−∞,∞)× (0, k

�0

Ms(1−c)
3a + �1). Hencef1(t, w) andf2(t, w) are well-defined.

Existence of a solution. We first show existence of a solution att = 0. As in Theorem 3.1,
to prove existence, we show thatf (·, ·) satisfies Carathéodory’s conditions.

1. We have already seen thatf (·, ·) is well defined onD.We now check whetherf1(t, w)

andf2(t, w) are continuous functions ofw for all t ∈ (−�1, b + �1).

(a) Fort ∈ (−�1, 0) ∪ (b, b + �1), f1(t, w), f2(t, w) are both zero and hence trivially
continuous inw.

(b) At t ∈ [0, b], x3 = −1. To check whetherf1(t, w), f2(t, w) are continuous with
respect tow, we only need to check whetherḡt (·) is continuous as a function ofw,
where the subscriptt denotes the fact that thet variable is being held fixed.

ḡt (w,−1, x4)=
k

�0

cMs

a

�L
�z

(z)− x4y

k

�0
+ x4y� − k

�0
�
cMs

a

�L
�z

(z)

.

In the above expression, the only term that could possibly be discontinuous as a
function ofw is

h(w)�x4y.

By (39b), if y�0, x4 = 1 and ify >0, x4 = 0 (becausex3 = −1). Therefore

lim
y→0+h(w)= lim

y→0−h(w)= 0.

Hence,f (·, ·) satisfies Carathéodory’s first condition fort ∈ (−�1, b + �1).
2. Next, we need to check whether the functionf (t, w) is measurable int for eachw.

(a) For t ∈ (−�1, 0) ∪ (b, b + �1), u1(t) = 0. Therefore for eachw, f (·, w) is a
continuous function of timet trivially.

(b) Fort ∈ [0, b], u1(t)<0. This implies by (39a) thatx3 = −1.Hence for eachw, x4
is also fixed. Therefore for eachw

f1(t, w)= L1(w)u1(t),

f2(t, w)= L2(w)u1(t),
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whereL1(·), L2(·) are only functions ofw. This implies thatf (t, w) is a continuous
function oft.

Hence,f (·, ·) satisfies Carathéodory’s second condition fort ∈ (−�1, b + �1).
3. For eacht ∈ (−�1, b + �1), ḡ(·) is continuous as a function ofw. The denominator of

ḡ(·) is bounded both above and below. The lower bound onḡ(·) in D is

A= k

�0

(
1 − c�Ms

3a

)
.

For all (z, y) ∈ (−∞,∞)× (0, k
�0

Ms(1−c)
3a + �1); �L/�(z)� 1

3 implying

|ḡ(t, w)|� 1

A

(
k

�0

Ms

3a

)
sup

t∈(−�1,b)

|u1(t)|.

Thusg(·, ·) is uniformly bounded inD. By (37a) and (38a),f (·, ·) is also uniformly
bounded inD. Hencef (·, ·) satisfies Carathéodory’s third condition for(t, w) ∈ D.

Hence by the Existence Theorem 6.1, for(t0, w0) = (0, (z0, y0), there exists a solution
through(t0, w0)).

Extension of the solution(We now extend the solution through(t0, w0), so that it is
defined for allt ∈ [0, b + �1)). According to the Extension Theorem 6.2, the solution can
be extended until it reaches the boundary ofD. It obviously cannot reach the boundary of
D in thezvariable. We show that the solution reaches the boundary ofD in they variable.

Asy(0)>0 (owing to the choice ofy(0) as explained before the statement of this theorem
and the conclusion of Theorem 3.1), there exists a time�> 0 such thaty(t)>0∀ t ∈ [0, �).
Suppose such a� does not exist. Then we can choose a sequencetk → 0+ with y(tk)�0
for k large enough, implying thaty(0)�0 (by continuity of(z, y)(·) at t = 0) which is a
contradiction. Define

b1 = sup{�|y(�)>0 and��b}. (58)

Now one of two cases is possible:

• b1<b. This implies that att = b1, y(b1)= 0. If this is not true andy(b1)>0, then we
can choose�> 0 sufficiently small such thaty(b1 + �)>0 contradicting (58).

• b1 = b. We show that this is not possible.
If b1 = b then clearly the solution can be extended to[0, b).As the map� : (x1, x2) �→
(z, y) is a diffeomorphism, we consider the behavior of the solution in terms of the
variablesx = (x1, x2) for simplicity of analysis. Define the setO2 as

O2 =
⋃

t∈(0,b)
x(t).

Then we can make the following observations.

1. At time t = b

x1(t = b)= 0. (59)
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t = 0
×

× ×

t = b

t = b2

O
2

O
1>

>

x1

x2

y = 0

(x 10 
, x 20

)

Fig. 5. Figure for the proof of Theorem 3.2.

This is because, the differential equation forx1 is ẋ1(t)= u1(t).As u1(t)= −u(t − b)

we reach the starting condition for Theorem 3.1 at timet = b (which wasx1 = 0).
2. The slopes of the curvesO1 andO2 in the (x1, x2)-plane are always positive (refer to

Fig. 5). The proof is as follows. By (32a)–(34)

dx2

dx1
(x)=

kx3

�0

cMs

a

�L
�z

(z)+ x4Ms

(
L(z)− x2

Ms

)
kx3

�0
− x4Ms

(
L(z)− x2

Ms

)
� − kx3

�0
�
cMs

a

�L
�z

(z)

. (60)

whereL(z)=coth(z)−1/zand�L/�z(z)=−cosech2(z)+1/z2.We have the following
cases to consider:

(a) Forx ∈ O1, except the point(0, 0), we havex3 = 1 andx4 = 1.
By (36a) the denominator is positive (proved in Theorem 3.1 and by (58)). The first
part of the numerator of the right-hand side of (60), is non-negative∀z. The second
part of the numerator is also positive as shown in Theorem 3.1. Thus dx2/dx1(x)>0
for x ∈ O1,

(b) Forx ∈ O2, we havex3 =−1 andx4 =0. In this case, we first cancel a factor of−1
between the numerator and the denominator. We showed the resulting denominator
to be positive while considering the existence of the solution.The resultant numerator
is always positive. With this, we conclude that dx2/dx1(x)>0 for x ∈ O2.

Hence

dx2

dx1
(x)>0

for x belonging to the solution setsO1 andO2.
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3. For allx ∈ O1,

0<

cMs

a

�L
�z

(z)

1 − �
cMs

a

�L
�z

(z)

<

k

�0

cMs

a

�L
�z

(z)+Ms

(
L(z)− x2

Ms

)
k

�0
−Ms

(
L(z)− x2

Ms

)
� − k

�0
�
cMs

a

�L
�z

(z)

.

The first inequality is due to the assertion of the previous item. The second inequality
is because the denominator is smaller and the numerator is larger in magnitude for the
ratio on the right-hand side. Now the ratio in the middle is dx2/dx1(x) for x ∈ O2,

while the ratio on the right-hand side is dx2/dx1(x) for x ∈ O1.

4. The point(x10, x20) belongs to bothO1 andO2.
5. The projection of both the setsO1 andO2 on thex1 axis is the set[0, x10]. This is a

consequence of (32a) and the definition of the inputu1.

Items 2–5 imply that the curveO2 lies above the curveO1 in the(x1, x2)-plane except
at the point(x10, x20) (seeFig. 5). Item 1 then implies that the curveO2 intersects with
the anhysteretic curvey = 0 in the first quadrant of the(x1, x2)-plane. This means that
there exists a timeb2<b such thaty(t = b2) = 0 andy(t)<0 for t ∈ (b2, b]. Hence
the hypothesis thatb1 = b is not possible.

Thus we have shown that∃ 0<b1<b such thaty(b1)= 0.
Uniqueness. The state equations for the time interval[0, b1] are:

ż(t)=
1

a

k

�0
k

�0
− �

k

�0

cMs

a

�L
�z

(z)

u1(t), (61a)

ẏ(t)=
Ms

a

k(1 − c)

�0

�L
�z

(z)

k

�0
− �

k

�0

cMs

a

�L
�z

(z)

u1(t). (61b)

We now show that the solution of (61a) and (61b) fort ∈ [0, b1]) is unique. Denote
ż = f1(t, w) andẏ = f2(t, w) wheref1(t, w) andf2(t, w) are defined by the right-hand
sides of (61a) and (61b), respectively.Asu1(t)<0 for t�0,x3=−1.Asy >0 for t ∈ [0, b1],
x4 = 0. Withw1 = (z1, y1) andw2 = (z2, y2), we have

|f1(t, w1)− f1(t, w2)|� 1

a

k

�0

A2

(
k

�0

�cMs

a

∣∣∣∣�L�z (z1)− �L
�z

(z2)

∣∣∣∣) |u1(t)|. (62)

As �L/�z(z) is a smooth function ofz,∃ a non-negative constantK such that[15]∣∣∣∣�L�z (z1)− �L
�z

(z2)

∣∣∣∣ �K|z1 − z2|
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so that

|f1(t, w1)− f1(t, w2)|�
k

�0

A2

k

�0

c�Ms

a
K‖w1 − w2‖|u1(t)|. (63)

Now

|f2(t, w1)− f2(t, w2)|� u(t)

A2

(
k

�0

)2
(1 − c)Ms

a

∣∣∣∣�L�z (z1)− �L
�z

(z2)

∣∣∣∣ |u1(t)|.

Therefore

|f2(t, w1)− f2(t, w2)|� u(t)

A2

(
k

�0

)2
(1 − c)Ms

a
K‖w1 − w2‖|u1(t)|.

By the above inequality and (63)

‖f (t, w1)− f (t, w2)‖�B‖w1 − w2‖|u1(t)|, (64)

whereB is some positive constant. Hence there exists atmost one solution inD by Theorem
6.3. This concludes the proof of Theorem 3.2.�

We now study the system described by Equations (32a)–(34), together with the input
given by

u(t)= U cos(�t). (65)

Next, we prove the existence of a periodic orbit to which the solution to the system of Eqs.
(32a)–(34) withu as in (65) converges. Using Theorems 3.1 and 3.2 we show that:

1. Starting from(x1, x2)=(0, 0), x2(t) increases fort ∈ [0,	/2�] and satisfiesx2(t)<Ms

L(z(t)). This implies that whenx2 is considered as a function ofx1 during this time
interval,x2 lies below the anhysteretic curve in the first quadrant of the(x1, x2) plane.

2. For t ∈ [	/2�, 3	/2�], the solution first intersects the anhysteretic curve in the first
quadrant of the(x1, x2) plane at a timet∗1 such that	/2�< t∗1 <	/�. After this time,
x2(t)>MsL(z(t)).An important fact to be shown is thatx2(3	/2�)>− x2(	/2�).

3. For t ∈ [3	/2�, 5	/2�], the solution intersects the anhysteretic curve in the third
quadrant of the(x1, x2) plane provided the ratiok/a�0 is small enough. Furthermore, if
the time ist∗2 when this intersection takes place, then we show that 0>x2(t

∗
2 )>−x2(t

∗
1 )

using existence and uniqueness of solutions and the fact thatx2(3	/2�)>− x2(	/2�).
4. Fort ∈ [5	/2�, 7	/2�], we show that the solution intersects the anhysteretic curve in

the first quadrant of the(x1, x2) plane at a timet∗3 . An important fact that we prove is
that 0<− x2(t

∗
2 )< x2(t

∗
3 )< x2(t

∗
1 ).

5. By repeating the analysis in the previous steps, we show that the solution trajectory of
the system intersects with the anhysteretic curve in the first quadrant of the(x1, x2) plane
during the intervals[

(2n+ 1)	
2�

,
(2n+ 3)	

2�

]
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wheren ∈ N. Furthermore these intersection points satisfy:

0<− x2(t
∗
2 )< x2(t

∗
2n+3)< x2(t

∗
2n+1)< x2(t

∗
1 ); n ∈ N.

Thus we have a monotonically decreasing sequence of positive numbers that lies in the
compact set[−x2(t

∗
2 ), x2(t

∗
1 )]. Thus there exists a limitx2∞ to this sequence that lies in

the same compact set.

This shows that the
 limit set is a periodic orbit in the(x1, x2)-plane. Sincex3 andx4
depend onx1, x2, we conclude that the system of Eqs. (32a)–(34) withu as in (65) and the
origin as initial condition, have asymptotically periodic solutions.

3.1. Analysis of the model fort ∈ [0, 5	/2�]

Lemma 3.1. Consider the system described by Eqs.(32a)–(34)with the input given by
(65),and (x1(0), x2(0)) = (0, 0). Suppose the parameters satisfy conditions(36a)–(36c).
In the time interval[0,	/2�], there exists a unique solution and it satisfies the condition
|x2(t)|<Ms.

Proof. Choosingb= 	/2�, we apply Theorem 3.1 as the initial condition is on the anhys-
teretic curve andu(·)>0 in the time interval(0,	/2�). The conclusion of Theorem 3.1
implies thatx2(t)<Ms ∀t ∈ [0,	/2�]. �

By the Extension Theorem 6.2, the solution trajectory reaches the boundary of the rect-
angleD (see Theorem 3.1 for the definition ofD) in the time variable. Hence

x
( 	

2�

)
= (x1, x2)

( 	
2�

)
(66)

� lim
t→	/2�−(x1, x2)(t) is well-defined. (67)

Lemma 3.2. Consider the system described by Eqs.(32a)–(34)with the input given by
(65),and(x1(0), x2(0))= (0, 0).Suppose the parameters satisfy conditions(36a)–(36c).In
the time interval[	/2�, 3	/2�], there exists a unique solution and it satisfies the condition
|x2(t)|<Ms .
Furthermore,x(3	/2�) lies in the third quadrant in the(x1, x2) plane.

Proof. Let ��t − 	/2� and��t. Defineu1(�)=U cos(�� + 	/2) for � ∈ [0,	/2�], and
u(�)=U cos(��) for � ∈ [0,	/2�]. If the inputu1(�) is applied to the system (32a)–(33b)
with initial conditionx(�= 0)= x(t =	/2�) wherex(t =	/2�) is given by (67), then the
conditions of Theorem 3.2 are satisfied (withu(�) taking the place ofu(t)). This implies that
there exists 0< �∗ <	/2� such thatx2(� = �∗) = MsL(

x1(�=�∗)+�x2(�=�∗)
a

). If we define

t∗1��∗ + 	/2�, then the intersection with the anhysteretic curve takes place att = t∗1 (see
Fig. 6).

Let��t−	/2�− t∗1 .Now defineu(�)=U cos(�(�+ t∗1 )+	/2), for � ∈ [0,	/�− t∗1 ].
Then with initial condition atx(�=0)=x(�=t∗1 ), the conditions of Theorem 3.1 is satisfied.
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Upper bound

Lower boundx (3π)
2ω

-x(3π)
2ω

x(π)
2ωx(π)

ω

- x(π)
2ω

x(t*)
1

-x(t*)
2

x(t*)
2

x1

x2

Fig. 6. Figure for the proof of Lemma 3.2.

The conclusions of Theorem 3.1 imply thatx2(t)<Ms ∀t ∈ [	/2�, 3	/2�].Again by the
extension theorem,

x

(
t = 3	

2�

)
= (x1, x2)

(
3	
2�

)
(68)

� lim
�→(	/�−t∗1 )−

(x1, x2)(�) is well-defined. (69)

For the last part of the lemma, refer toFig. 6. In the figure, the dashed line denotes the
anhysteretic curve satisfyingx2 = MsL(z). The solution trajectory for the time interval
[0, t∗2 ] is shown by a solid curve. The solution curve for[0, t∗2 ] has been multiplied by−1
and shown with a dash–dot line. This curve can be obtained by applying the input−u(t) to
the system with the same initial conditions att = 0.

Our analysis after Corollary 3.1 shows thaty(·) cannot have any minima during the time
interval[t∗1 ,	/�] (remember that here sign(u(·))= −1 and so our analysis after Corollary
3.1 has to be re-interpreted for this case). Next, note thatx2(	/�)< x2(	/2�) because
ẋ2(t)<0 during the interval(	/2�,	/�). Further, we must have 0<x2(	/�), because
by the last statement of Theorem 3.1 we havey(	/�)<0. As x1(	/�) = 0, we can have
x2(	/�) = 0 only if (x1, x2)(	/�) lies on the anhysteretic curve which would then imply
y(	/�)= 0.

Let us now compare the solution trajectoryx(·) during the interval[	/�, 3	/2�] with
the solution trajectorŷx(·)with input−u(·) during the interval[0,	/2�]. This comparison
will lead us to the proof of the lemma. For the first case, lets re-define time to be�=t−	/�.
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Then in both cases, the system is described by:

ẋ1(�)= −U cos(��),

ẋ2(�)= −
k

�0

cMs

a

�L
�z

(z)− y

k

�0
+ y� − k

�0
�
cMs

a

�L
�z

(z)

U cos(��),

where�=t for the second case. Thus the two solutions satisfy the same differential equations
albeit with different initial conditions. The initial condition for the first case isx1(�=0)=0
andx2(�=0)=x2(t=	/�)>0;while the initial condition for the second case isx̂1(�=0)=0
andx̂2(� = 0) = 0. Therefore, we must havex1(�) = x̂1(�) andx2(�)> x̂2(�) for all � ∈
[0,	/2�]. Otherwise, there will be an intersection of the two trajectories which cannot
happen by the existence and uniqueness of solutions to the above differential equations
that we proved earlier in Theorem 3.1. This analysis shows thatx2(�)> x̂2(�) for all � ∈
[0,	/2�]. This implies that

y(�)=MsL(z)− x2(�)< ŷ(�)=MsL

(
x̂1(�)+ �x̂2(�)

a

)
− x̂2(�)<0.

We need to show thatx2(t = 3	/2�)<0 in order to conclude the proof of this lemma. We
show this by comparing dx2/dx1 for the two cases discussed above. In both cases, we have

dx2

dx1
(�)=

k

�0

cMs

a

dL

dz
(z(�))− y(�)

k

�0
+ �y(�)− k

�0
�
cMs

a

dL

dz
(z(�))

.

We have already shown thaty(�)< ŷ(�)<0. This implies that dx2/dx1(�)> d̂x2/d̂x1(�).
Thus (

x2

(
t = 	

�

)
− x2

(
t = 3	

2�

))
>

(
0 − x̂2

(
t = 	

2�

))
.

Now,x̂2(t=	/2�)=−x2(t=	/2�)and by our earlier analysis,x2(t=	/�)< x2(t=	/2�).
Therefore, combining these inequalities, we must havex2(t = 3	/2�)<0. �

The last conclusion of Lemma 3.2 is needed for proving the next lemma. Ifx2(3	/2�) is
not less than 0, then the solution of the next time interval[3	/2�, 5	/2�] could intersect
the anhysteretic curve in the first quadrant instead of the third quadrant in the(x1, x2) plane
(seeFig. 6). Note that in the next lemma, we have an additional condition on the parameters
(namely,k/a�0 being small enough) that we have not seen earlier.

Lemma 3.3. Consider the system described by Eqs.(32a)–(34)with input given by(65),
and (x1(0), x2(0)) = (0, 0). Suppose the parameters satisfy Eqs.(36a)–(36c).If the ratio
k/a�0 is small enough,then in the time interval[3	/2�, 5	/2�], there exists a unique
solution and it satisfies the condition|x2(t)|<Ms.
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Furthermore,if

x

(
t = 5	

2�

)
= (x1, x2)

(
5	
2�

)
(70)

� lim
t→5	/2�−(x1, x2)(t), (71)

then,x1(5	/2�)= x1(	/2�) whilex2(5	/2�)< x2(	/2�).

Proof. Let ��t−3	/2�and��t− t∗1 .Defineu1(�)=U cos(��+3	/2) for � ∈ [0,	/�],
andu(�) = U cos(��) for � ∈ [0, 3	/2� − t∗1 ]. If the inputu1(�) is applied to the system
(32a)–(33b) with initial conditionx(� = 0)= x(t = 3	/2�) wherex(t = 3	/2�) is given
by (69), then the conditions of Theorem 3.2 are satisfied (withu(�) taking the place of
u(t)). Theorem 3.2 then implies that there exists 0< �∗ < 3	/2� − t∗1 such thatx2(� =
�∗) = MsL(

x1(�=�∗)+�x2(�=�∗)
a

).Define t∗2��∗ + 3	/2� (seeFig. 6). We would like this
intersection of the solution trajectory with the anhysteretic curve to take place in the third
quadrant of the(x1, x2) plane. For this, consider the quantity dx2/dx1(�) for 0< �< �∗
(during this interval,x3(�)= 1 andx4(�)= 0):

dx2

dx1
(�)=

k

�0

cMs

a

dL

dz
(z(�))

k

�0
− k

�0
�
cMs

a

dL

dz
(z(�))

.

By making the ratiok/a�0 small enough, we can make dx2/dx1(�) as close to zero as we
please. This combined with the fact thatx2(3	/2�)<0 from Lemma 3.2 implies that we
can make(x1, x2)(t

∗
2 ) lie in the third quadrant of the(x1, x2) plane. Next, we claim that:

0>x2(t
∗
2 )>− x2(t

∗
1 ).

We can prove our claim by comparing the solution for the system with inputU cos(�t)
during the interval[3	/2�, t∗2 ] with the solution for the system with input−U cos(�t)
during the interval[	/2�, t∗1 ]. In these two cases, the differential equation satisfied by
the systems is the same whilst the initial conditions are different. In the first case, the
initial condition isx(3	/2�) = (−U/�, x2(3	/2�)) while in the second case, the initial
condition isx̂(	/2�) = (−U/�,−x2(	/2�)). By existence and uniqueness of solutions
proved earlier in Theorem 3.2 the two solutions cannot intersect. This and the fact that
x(3	/2�)>− x(	/2�) then imply our claim (seeFig. 6).

Let ��t − t∗2 . Defineu(�) = U cos(��), for � ∈ [0, 5	/� − t∗2 ]. Then with initial
condition atx(� = 0) = x(t = t∗2 ), the conditions of Theorem 3.1 is satisfied. Then the
conclusions of Theorem 3.1 imply that|x2(t)|<Ms ∀t ∈ [3	/2�, 5	/2�]. �

3.2. Proof of limiting periodic behavior of the model for sinusoidal inputs

Using the Lemmas 3.1–3.3 we can prove the main result of this paper.

Theorem 3.3. Consider the system given by Eqs.(32a)–(34),with input given by Eq.(65).
Suppose that(36a)–(36c)are satisfied and the ratiok/a�0 is small enough.
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If (x1, x2)(0)= (0, 0), then there exists a unique solution to the system,and furthermore
|x2(t)|�Ms∀t�0.Thus the solution trajectory lies in the compact region[−U/�, U/�]×
[−Ms,Ms] in the(x1, x2)-plane. Furthermore,the
-limit set of this trajectory is a periodic
orbit of period2	/�.

Proof. By Lemmas 3.1–3.3, we have shown that ifk/a�0 is small enough, then

|x2(t)|�Ms ∀t ∈
[
0,

5	
2�

]
.

Let us consider the solution during the time interval[t∗2 , 5	/2�]. By using the same tech-
niques used in the proofs of Lemmas 3.2 and 3.3, we can show the following:

• the variabley(t) does not have any critical points during the interval[t∗2 , 2	/�];
• during the interval[2	/�, 5	/2�], the variablex2(t) is bounded above byx2(�) the

solution of the same differential equation for the time interval[0,	/2�] with initial
condition at the origin. It is also bounded below the solution to the same differential
equation with input−U cos(�t) for the interval[	/�, 3	/2�], with initial condition
at the origin (seeFig. 6for an illustration);

• by the previous item, we have

−x2

(
3	
2�

)
<x2

(
5	
2�

)
<x2

( 	
2�

)
;

• if we now consider the solution to the differential equation during the time interval
[5	/2�, 7	/2�] we see that the solution must intersect with the anhysteretic curve at a
time t∗3 such that 0< t∗3 < 3	/�. Furthermore, the point of intersection must satisfy

0<− x2(t
∗
2 )< x2(t

∗
3 )< x2(t

∗
1 );

• continuing the solution further from the timet= t∗3 to t=7	/2� we see that by Theorem
3.1 we must have|x2(t)|<Ms.

Proceeding in this manner and considering time intervals[ (2n+1)	
2� ,

(2n+3)	
2� ], and[ (2n+3)	

2� ,
(2n+5)	

2� ], respectively forn = 0, 1,2, . . . , we can show existence and the uniqueness of
solution and the fact that|x2(t)|<Ms (one can also use the principle of induction to prove
this formally). If we focus on the solutions during the time intervals[ (2n+1)	

2� ,
(2n+3)	

2� ], we
obtain a sequence{x2(t

∗
2n+1); n ∈ N} that satisfies:

0<− x2(t
∗
2 )< x2(t

∗
2n+3)< x2(t

∗
2n+1)< x2(t

∗
1 ); n ∈ N.

Thus we have a monotonically decreasing sequence of positive numbers that lies in the
compact set[−x2(t

∗
2 ), x2(t

∗
1 )]. Thus there exists a limitx2∞ to this sequence that lies in the

same compact set.
Next consider the sequence in a slightly different manner. Let� = �t, with � + 2	

identified with�. Then the non-autonomous system given by Eqs. (32a)–(34) with input
given by (65), can be transformed into an autonomous one with the auxiliary equation,
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�̇ = �. Define the set:

M =
{
(x1, x2)|x2 = L

(
x1 + �x2

a

)
andx1, x2�0

}
.

Given x ≡ (x1, x2) ∈ M, solve Eqs. (32a)–(34) with initial conditionx(0) = x and
inputu(t) = U cos(�t + �) with � chosen so thatx1(t) achieves its maximum values for
t = (2n+1)	

2 ; n ∈ N. Let t̂1> 0 denotes the smallest time such that the solution trajectory
intersects the anhysteretic curve in the first quadrant of the(x1, x2) plane (that this happens
if k/a�0 is small enough is shown just as in Lemmas 3.1–3.3).

Define the map
 : M → M by defining
(x) = x(̂t1). The map
 is a Poincaré map.
Then, the sequence{x(t∗2k−1); k ∈ N} obtained above is just,

x(t∗2k+1)= 
(x(t∗2k−1))= 
k(x(t∗1 )); k ∈ N.

The limit point,

x∞ ≡ (x1∞ , x2∞)= lim
k→∞ 
k(x(t∗1 )).

We can show
(x∞) = x∞ by a contradiction argument. Let(
1(x),
2(x)) ≡ 
(x).
By our earlier analysis, we have
2(x∞)�x2∞ . If 
2(x∞)< x2∞ , then we must have

k

2(x∞)�
(x2∞)< x2∞ wherek ∈ N. Thereforex∞ cannot be a limit point and we have
proved our claim.

Thus a solution trajectory for system (32a)–(34) with initial conditionx(0) = x∞ and
inputu(t) = U cos(�t + �) with � chosen so thatx1(t) achieves its maximum values for
t = (2n+1)	

2 ; n ∈ N, satisfiesx(2n	)= x∞ for n ∈ N.

Next, trivially we have

|x1(t)|� U

�
∀t�0

so that the solution lies in the compact set[−U/�, U/�] × [−Ms,Ms] in the (x1, x2)-
plane.

This concludes the proof of Theorem 3.3.�

Theorems 3.1 and 3.2 are the two main theorems used in proving the above theorem. As
the bulk ferromagnetism model israte-independent(please see the remarks at the end of
Section 2), it is not necessary for the inputu(·) to be co-sinusoidal for Theorems 3.1 and 3.2
to be valid. Therefore we can considerably strengthen the above theorem by enlarging the
class of inputs for which it is valid, without significant change in the proof. We now define
the class of inputs for which the theorem would be valid. Consider the setF of functions
u(t)= U(t) cos((2	/�)t) whereU(t)>0 is aT ≡ 2	/� periodic function satisfying:∫ T

0
u(�)d� = 0,

and

min
t∈[0,T ]

∫ t

0

∫ s

0
u(�)d� ds = − max

t∈[0,T ]

∫ t

0

∫ s

0
u(�)d� ds.
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The second condition above ensures that mint∈[0,T ]x1(t) = −maxt∈[0,T ]x1(t) which was
used in Theorem 3.2. From the setF we can obtain other periodic functions by means of
time re-parametrizations. For any continuous, piecewise monotone functionf defined on
[0, T ], we can partition[0, T ] into sub-intervals by choosing 0= �1< · · ·< �n = T , so
that f is strictly monotone on each sub-interval[tk, tk+1]; k = 1 · · · n − 1. Denote the set
of such partitions byPf ; an element in the setPf by {�1, . . . , �n}; and define a function
N : Pf → N by settingN(P ) = n whereP = {�1, . . . , �n}. The numberN(P ) is always
finite asf is a continuous, piecewise monotone function. One can define a partial ordering
relation� on this set as follows. ForP1, P2 ∈ Pf :

P1�P2 if and only if �k ∈ P1 ⇒ �k ∈ P2.

One can construct a minimal partitionPf = {0 = �1, . . . , �q = T } for any continuous,
piecewise monotone functionf such thatPf �P for everyP ∈ Pf . It is that partition
for which f fails to be monotone on the intervals[�k − �, �k+1 + �]; k = 2, . . . , q − 2 for
�> 0. For example, the minimal partition corresponding to the functionU cos(�t) where
U >0 is{0,	/�, 2	/�}.For a continuous, piecewise monotone functionf, let the minimal
partition bePf = {0= �1, . . . , �N(Pf ) = T }. If Q= {0= s1, . . . , sN(Pf ) = T } is any other
partition of [0, T ] then we can define monotone increasing functions� : [0, T ] → [0, T ]
with �(�i )=�(si); i=1, . . . , N(Pf ). For example, one can define�(�) for � in the interval
[�i , �i+1] to be

�(�)= si + si+1 − si

�i+1 − �i
(� − �i ). (72)

Denote the set�f,Q of functions� : [0, T ] → [0, T ] that satisfy (72). For each� ∈ �,

one can define another functiongQ on [0, T ] by composingf with �:

gQ = f ◦ �.

It is clear that the functiongQ(·) is a continuous, piecewise monotone function defined on
[0, T ] with minimal partitionQ. Finally, denote byU the set of all possible functions that
can be obtained from the setF by time re-parametrizations. We can strengthen Theorem
3.3 for input signalsu ∈ U without any significant change in the proof.

Theorem 3.4. Consider the system given by Eqs.(32a)–(34).Let the inputu(·) : R → R

belong to the setU defined above. Suppose that the parameters satisfy(36a)–(36c)and the
ratio k/a�0 is sufficiently small.
If (x1, x2)(0)= (0, 0), then the
-limit set of this trajectory is a periodic orbit of period

T .

Proof. The proof is essentially same as that of Theorem 3.3.�

Remarks.

1. If Theorem 3.1 is reproved for their set of equations, then by using the same method,
we can show that the
 limit set is a periodic orbit for the J–A model.
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2. The important difference between the bulk ferromagnetic hysteresis model of this paper
and the J–A model[14] is thatk = 0 does notrepresent the lossless case for the latter.

3. It is very important to note that the model does not show the property of minor-loop
closure. This implies that for inputs that do not vary between the same maximum and
minimum values, the solution might not exist. The J–A model shows the same problem.
Jiles’s proposed fix to the J–A model[12] can be used for the bulk ferromagnetic
hysteresis model also, but this approach is somewhat ad hoc and arbitrary.

4. Conclusion

In this paper, we derived a low-dimensional model for bulk ferromagnetic hysteresis
from energy-balance principles and the J–A postulates for hysteretic losses. We also showed
that for a large class of periodic inputs and initial condition at the origin, the
-limit set
of the solution is a periodic orbit in the(H,M) plane provided the parameters satisfy
(36a)–(36c) with the ratiok/a�0 small enough. This shows that the model is numerically
well-conditioned for a large class of periodic inputs.
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Appendix

Below we collect basic results concerning existence and uniqueness of solutions to ODEs
with right-hand sides that are not continuous in time. The relevant theory can be found in
[11,10].
Carathéodory conditions: SupposeD is an open set inRn+1. Let f : D → Rn, and let

1. the functionf (t, x) be defined and continuous inx ∈ Rn for almost allt ∈ R;
2. the functionf (t, x) be measurable int for eachx;
3. on each compact setU of D, |f (t, x)|�mU(t), where the functionmU(t) is integrable.

The equatioṅx(t)= f (t, x(t)); x(t0)= x0, wherex(t) is a scalar or a vector;(t0, x0) ∈ D;
and the functionf satisfies the above conditions is called aCarathéodory equation[10]. We
say thatt → x(t) is a solution in the sense of Carathéodory ifx(t)=x(t0)+

∫ t

t0
f (s, x(s))ds

for (t, x(t)) ∈ D.
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Theorem 6.1(Hale[11] Existence of solutions).If D is an open set inRn+1 and f satisfies
the Carathéodory conditions on D,then,for any (t0, x0) in D, there is a solution oḟx =
f (t, x), through(t0, x0).

Theorem 6.2(Hale [11] Extension of solutions to a maximal set).If D is an open set in
Rn+1, f satisfies the Carathéodory conditions onD, and� is a solution ofẋ = f (t, x)

on some interval,then there is a continuation of� to a maximal interval of existence.
Furthermore,if (a, b) is a maximal interval of existence ofẋ = f (t, x), thenx(t) tends to
the boundary of D ast → a andt → b.

Theorem 6.3(Hale [11] Uniqueness of solutions).If D is an open set inRn+1,f satisfies
the Carathéodory conditions onD, and for each compact set U inD, there is an integrable
functionkU (t) such that

‖f (t, x)− f (t, y)‖�kU (t)‖x − y‖, (t, x) ∈ U, (t, y) ∈ U .

Then for any(t0, x0) in U, there exists a unique solutionx(t, t0, x0) of the problem

ẋ = f (t, x), x(t0)= x0.

The domain E inRn+2 of definition of the functionx(t, t0, x0) is open andx(t, t0, x0) is
continuous in E.

References

[1] A. Aharoni, Introduction to the Theory of Ferromagnetism, Oxford University Press, Oxford, 2000.
[2] A. Benabou, S. Clénet, F. Piriou, Comparison of Preisach and Jiles–Atherton models to take into account

hysteresis phenomenon for finite element analysis, J. Magn. Magn. Mater. 261 (1–2) (2003) 139–160.
[3] A. Bergqvist, A simple vector generalization of the Jiles–Atherton model of hysteresis, IEEE Trans. Magn.

32 (5) (1996) 4213–4215.
[4] R.M. Bozorth, Ferromagnetism, vol. 120, Alexander St., D. Van Nostrand Company, Princeton, NJ, 1964.
[5] M. Brokate, J. Sprekels, Hysteresis and Phase Transitions, Applied Mathematical Sciences, Springer, Berlin,

1996.
[6] M. Chiampi, D. Chiarabaglio, M. Repetto, A Jiles–Atherton and fixed-point combined technique for time

periodic magnetic field problems with hysteresis, IEEE Trans. Magn. 31 (1995) 4306–4311.
[7] S. Chikazumi, Physics of Magnetism, Wiley, New York, 1966.
[8] J. Deane, Modeling the dynamics of nonlinear inductor circuits, IEEE Trans. Magn. 30 (5) (1994) 2795–

2801.
[9] T.E. Della, Magnetic Hysteresis, IEEE Press, New York, 1999.

[10] A. Filippov, Differential Equations with Discontinuous Righthand Sides, Mathematics and its Applications,
Kluwer, Dordrecht, 1988.

[11] J. Hale, Ordinary Differential Equations, Krieger Publishing Company, Malabar FL, 1980.
[12] D. Jiles, A self consistent generalized model for the calculation of minor loop excursions in the theory of

hysteresis, IEEE Trans. Magn. 28 (5) (1992) 2602–2604.
[13] D. Jiles, D. Atherton, Ferromagnetic hysteresis, IEEE Trans. Magn. 19 (5) (1983) 2183–2185.
[14] D. Jiles, D. Atherton, Theory of ferromagnetic hysteresis, J. Magn. Magn. Mater. 61 (1986) 48–60.
[15] H.K. Khalil, Nonlinear Systems, Macmillan, New York, 1992.
[16] J. Massad, R. Smith, A domain wall model for hysteresis in ferroelastic materials, J. Intell. Mater. Systems

Struct. 14 (2003) 455–471.
[17] I. Mayergoyz, Mathematical Models of Hysteresis, Springer, Berlin, 1991.



1482 R.V. Iyer, P.S. Krishnaprasad / Nonlinear Analysis 61 (2005) 1447–1482

[18] J. Mcmillan, Electron Paramagnetism, Reinhold Book Corporation, 1968.
[19] D. Philips, L. Duprè, J. Melkebeek, Comparison of Jiles and Preisach hysteresis models in magnetodynamics,

IEEE Trans. Magn. 31 (1995) 3551–3553.
[20] M. Sablik, D. Jiles, Coupled magnetoelastic theory of magnetic and magnetostrictive hysteresis, IEEE Trans.

Magn. 29 (3) (1993) 2113–2123.
[21] N.K. Sinha, Control Systems, Holt, Rinehart and Winston, New York, 1986.
[22] R. Smith, C. Hom, Domain wall theory for ferroelectric hysteresis, J. Intell. Mater. Systems Struct. 10 (3)

(1999) 195–213.
[23] R. Smith, Z. Ounaies, A domain wall model for hysteresis in piezoelectric materials, J. Intell. Mater. Systems

Struct. 11 (1) (2000) 62–79.
[25] A. Visintin, Differential Models of Hysteresis, Applied Mathematical Sciences, Springer, Berlin, 1994.
[26] A.F. Filippov, J. Brown, Magnetoelastic Interactions, Springer Tracts in Natural Philosophy, Springer, Berlin,

1966.

Further reading

[24] R. Venkataraman, Modeling and adaptive control of a magnetostrictive actuator, Ph.D. Thesis, University of
Maryland at College Park, 1999. TR 99-1 (Technical Report of the Institute for Systems Research, UMCP).


	On a low-dimensional model for ferromagnetism
	Introduction
	Bulk ferromagnetic hysteresis theory
	Qualitative analysis of the model
	Analysis of the model for t=2pt[0,5pi/2omega]
	Proof of limiting periodic behavior of the model for sinusoidal inputs

	Conclusion
	Acknowledgements
	References
	Further reading


