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2. In the example on pp.179-182 of our notes,

a. verify that Z~ = X3 and that Zu = X; and

b. show that the marginal contrast between the first level of B and the average

of the second and third levels of B given by
1 1 1
AT = {8, + :2‘[(@,5)11 + (af)a]f — g{ﬁz 4+ 5[(01[3)12 + {(af)az]}
1., 1
- 5{[53 + 5[(@[3)13 + ()23}

cant be written as b~ for some b.

3. Consider the classical linear model

y=X8+e e~ N(0o°L,).
Let G be any nonsingular generalized inverse of X7 X. Show that C.Q
G 'g-X"Xp3
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. An incomplete blocl design with a treatments and b blocks is similar to a random-

ized complete block desipn except that the block size k. is too small to allow the
complete set of o treatments to be observed in each block. Instead, k& < a treat-
ments are observed in each block. A balanced incomplete block design (BIBD) is
an incomplete block design with the property that every possible pair of treatments
occurs together (that is, together in the same block) the same number of times. A
nice feature of a BIBD is that all pairwise differences among the treatment effects
are estimated with equal precision.

Consider the following BIBD:

Table 1
Block
1 2 3
A yn Ay B yas
B yx C sz C yas

Here, y;; denotes a response on the it treatment in the F* block, and A4, B, C
cenote the ¢ = 3 treatments in the experiment. Note that the data ave {y;;}, i =
1,2,3, 7 =1,2 3, but only n = 6§ observations are present, so not all combinations
of i and § ave observed. Notice that the block size here is £ = 2 which is too small
to accommodate all ¢ = 3 treatments. However, it is a balanced incomplete block
design because all pairs ((A, B), (A4, C), (B, (")) occur the same number of times
{once),




The usual model for this design is

.

i

yij = p o+ Gy +ey, et ™ N{0, %) : {*)

Write this model in matrix notation for the design presented above in Table
1.

Show that the three pairwise contrasts in the treatment effects, ¥, =« —
g, Py = vy — g, and Yy = ay — ag are cstimable.

. Suppose we add the constraints i = 0 and g = 0 to model {*). Is this a

reparameterization, or a real restriction that changes the model? Justify
your answer.

. Show that the best lincar unbiased estimators of 4, e, and 5 frow part

(b) all have equal variance. (Hint: Censider the congtrained version of (*)
with constraints as given in part (c).)

5, Coungider the model

Yig = pog ey, =120 =12

where eq1,...,e92 are 1.i.d. with mean 0, and constant variance g Let B =
(i, a1, an)? and let X be the model matrix here.

a.

b.

C.

d.

For A”8 = p+ a, show that

-1 0
r—_g¢ 1 + | 1/2
1 0

where ¢ is an arbitrary constant, represents all solutions to XTXr = A
Obtain the BLUE for g+ ay using r from part (a).

Prove that if AT 8 and A3 3 are both estimable, then so is AT S+ A3, Use
this result and the resuls of part (b) to obtain the BLUE of oy — as.

In this model, is the hypothesis Hy : p+ o = g+ ap = a; —ay = (G a
testable hypothesis? Why, or why not?

6. Consider the following data from an unbalanced two-way layout:

High Protein Low Protein
TBeef Cereal DPork Beef Cereal Pork
73 98 94 90 107 49
102 74 79 76 95 &2

56 90




Suppose we want to use the two factor model with interaction to analyze these
data, This model is given by

Yijkh = phF o+ 0 + g F e, J=1,....0 (%)
ko= 1,...,’.”1,”

Here ¢ = 2 is the number of levels of factor A, protein level; & = 3 is the number
of levels of factor B, food type, and ny; is the sample size in at the i level of
A combined with the §** level of B (e.g., ni1 = 2, ni2 = 3, etc.). yi;x Tepresents
the response for the k™" rat receiving the i level of A and ;' level of B. oy is
an effect associated with the " level of A, §; is an effect associated with the
% level of B, and «,; is the effect of the ¢, o combination of A and B (4, is
an interaction effect). Note that model (**) is not a constrained model and it is
overparameterized.

a. Write down model (**) in the matrix/vector form y — X3 + e. That is,
specify v, X, 3 and e,

. Suppose we wanted to add side conditions to model (**) to make it a full
rank model. How many side conditions are necessary? Identify a complete
set of side conditions for this model and write them in the form T3 = 0.

¢, Substitute the constraints given hy vour set of side conditions into the
model equation and simplify so that the constrained model can be written
as y = X3 + & where X is full rank (I want you to write down the new
model matrix X and parameter vector f)’)

d. Find the least-squares estimator @ based on your reparameterized model
from part (c). In addition, compute the constrained least-squares estimator
3 using the formula @ = (X" X + TTT) 1 X"y. Do your estimators 3 and

3 agree?

e, For the specific model matrix X and constraint matrix A of this problem,
verify that (XX + TTT)~! is a generalized inverse of X' X by direct
computation of the delining property of generalized inverses.




