Typos in 6th Edition of

Introdution to Statistical Methods and Data Analysis

by R. Lyman Ott and Michael Longnecker

The following pages contain corrections to the first printing of the 6th Edition of Introdution
to Statistical Methods and Date Analysis. We apologize for any inconvenience that may have
resulted from the errors found in the first printing of the 6th Edition of our book. Many of the
errors resulted from the 6th Edition being an entirely new typing of the book.
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TABLE 3.12

Violent criine rates for 90
standard metropolitan
statistical areas selected from
around the United States

3.6 The Boxplot 97

provided g % (. Thus, the coefficient of variation is the standard deviation of the
population or process expressed in units of w. The two filling processes would have
equivalent degrees of variability if the two processes had the same CV. For the fer-
tilizer process, the CV = 1.2/80 = .015. The cornflakes process has CV = 0.4/24 =
.017. Hence, the two processes have very similar variability relative to the size of
their means. The CV is a unit-free number because the standard deviation and
mean are measured using the same units. Hence, the CV is often used as an index
of process or population variability. In many applications, the CV is expressed as a

. percentage: CV = 100(o /|u|)%. Thus, if a process has a CV of 15%, the standard

deviation of the output of the process is 15% of the process mean. Using sampled
data from the population, we estimate CV with 100¢s/[y|)%.

The Boxplot

As mentioned earlier in this chapter, a stem-and-leaf plot provides a graphical rep-
resentation of a set of scores that can be used to examine the shape of the disiri-
bution, the range of scores, and where the scores are concentrated. The boxplot,
which builds on the information displayed in a stem-and-leaf plot, is more con-
cerned with the symumetry of the distribution and incorporates numerical measures
of central tendency and location to study the variability of the scores and the con-
centration of scores in the tails of the distribution.

Before we show how to construct and interpret a boxplot, we need to intro-
duce several new terms that are peculiar to the language of exploratory data analy-
sis (EDA). We are familiar with the definitions for the first, second (median), and
third quartiles of a distribution presented earlier in this chapter. The bozplot uses
the median and quartiles of a distribution.

We can now illustrate a skeletal boxplot using an example.

EXAMPLE 3.13

A criminologist is studying whether there are wide variations in violent crime rates
across the United States. Using Department of Justice data from 2000, the crime
rates in 90 cities selected from across the United States were obtained. Use the data
given in Table 3.12 to construct a skeletal boxplot to demonstrate the degree of
variability in crime rates.

South Rate North Rate West Rate
Albany, GA 876 Allentown, PA 189 Abilene, TX 370
Anderson, SC 578 Battle Creek, MI 661 Albuguerque, NM 928
Anniston, AL 718 Benton Harbor, MI 877 Anchorage, AK 516
Athens, GA. 388 Bridgeport, CT 563 Bakersfield, CA 885
Augusta, GA 562 Buffalo, NY 047 Brownsville, TX 751
Baton Rouge, LA 4971 Canton, OH 447 Denver, CO 361
Charleston, SC 698 Cincinnati, OH 336 Fresno, CA 1,020
Charlottesville, VA 298 Cleveland, OH 526 Galveston, TX 592
Chattanooga, TN 673 Columbus, OH 624 Houston, TX 814
Columbus, GA. 537 Dayton, OH ~ 605 Kansas City, MO 843

(continued)

it




98 Chapter 3 Data Description

TABLE 3.12

Violent crime rates for 90
standard metropolitan
statistical areas selected from
around the United States
{continued)

FIGURE 3.23

Stem-and-leaf plot
of crime data

-
South Rate North Rate West Rate
Dothan, AL 642 Des Moines, TA 496 Lawton, OK 406
Florence, SC 836 Dubuque, IA 296 I:ubboci(, T 498
Fort Smith, AR 376 Gary, IN 628 Merced, CA 562
Gadsden, AL 508 Grand Rapids, MI 481 Modesto, CA 739
Greensboro, NC 529 Janesville, W1 224 Oktahoma City, OK 562
Hickery, NC 393 Kalamazco, MI 868 Reno, NV 817
Knoxviile, TN 354 Lima, OH 304 Sacramento, CA 690
Lake Charles, LA 735 Madison, WI 210 St. Louis, MO 720
Little Rock, AR 811 Milwaukee, WI 421 Salinas, CA 758
Macon, GA 504 Minneapolis, MN 435 San Diego, CA 731
Monroe, LA 807 Nassau, NY 291 Santa Ana, CA 480
Nashville, TN 719 New Britain, CT 393 Seattle, WA 559
Norfolk, VA 464 Philadelphia, PA 605 Sioux City, TA 505
Raleigh, NC 410 Pittsburgh, PA 341 Stockton, CA 703
Richmond, VA 491 Portland, ME 352 Tacoma, WA 809
Savannah, GA 557 Racine, W1 374 Tucson, AZ 00
Shreveport, LA 771 Reading, PA 267 Victoria, TX 631
Washington, BC 685 Saginaw, MI 684 Waco, TX 626
Wilmington, DE 448 Syracuse, NY 685 Wichita Falls, TX 639
Wilmington, NC 571 Worcester, MA 460 -~ Yakima, WA 585 /

Note: Rates represent the number of violesnt crimes (murder, forcible rape, robbery, and aggravated assault)

per 100,000 inhabitants, rounded to the nearest whole number.
Source: Department of Justice, Crime Reports and the United States, 2000.

Solution The data were summarized using a stem-and-leaf plot as depicted in

Figure 3.23. Use this plot to construct a skeletal boxplot.

: 2 [
When the scores are ordered from lowest to highest, the median is computed
by averaging the 45th and 46th scores. For these data, the 45th score (counting
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EXAMPLE 3.13

rp-

A crimnoiopist is studyving whether there sre wide vanations in violent crime rates
across the United States, Using Department of Justice data from 2000, the crime
rates in 90 cities sefected from across the United States were obtained. Use the dala
piven in Table 3,12 to construc( a skeletal boxplat to demonstrate the degree of

variabifily in orinie rates.

Rate

South North Wast Rale
Albany, GA 498  Allentown, PA 285  Abilene, TX 343
Anderson, SC €75 Battle Cresk, MI 430 Adbuquerque, NM 94¢
Anniston, Al 344 Benion Harbor, M s28  Anchorage, AK 584
Albhens. GA 368 Bridgepori. CT 427  Bakersfield, CA 494
Augusta, GA 772 Buffalo, NY 413 Brownsville, TX 163
Baton Rouge. LA 427 Canton, OH 222 Deaver, CO 357
Charleston, SC 415 Cincinpati, OFL 163 Fresno. CA 761
Chartottesville, VA 925 Cleveland, OH 128 Galveslon., TN P17
Chattanooga, TN 555 Colmmbus. OH 52%  Flouston. TX inge
Columbus, GaA 264 Davton, OH 339 Kansas City, MO 63
Dothan, AL 528 Des Moines, LA 212 Lawton. QK 642
Florence, S 4% Dubuque, 1A 4%%  Lubbock, TX 52
Fort Smith, AR 571 Gary, IN 358 Merced, Ca 397
Gadsden, AL 478 Grand Rapids, M 56 Modesto, CA 321
Greensboro, NC 297 Janesville, W1 330 Okiahoma Citv. GK 610
Hickery, NC 973 Kalamazoo, Ml 145 Reno, WV 477
Knoxville, TN 486 Tima, OL1 226 Sacramenlo, CA 453
Lake Charles, LA 447 Madison, WI 403 St Louls, MO 798
Littie Rack, AR £8%  Milwaukee, W1 523 Salinas, CA 648
Macon, GA 34 Minneapols, MN 212 San Diego, CA 545
Monroe, LA 465 Nassay, NY 576 Santa Ana. CA 549
MNashville, TN 496 New Britain, CT 261 Seattle, WA 568
Norfolk, VA 871 Philadelphia, PA 221 Sioux Citv, [A 1465
Raleigh. NC 1064 Pittsburgh, PA 754 Stackton, CA 350
Richmond, VA s7¢  Portland, ME 140 Taconu. WA 574
Savannah, GA 73z Racine, WT 418 Tucson, AZ a4
Shreveport, TA 367  Reading, PA 657  Victoria, TX 426
Washington, [DC 528  Saginaw, Ml 564  Waco, TX 477
Wilmington, DE 773 Syracuse, NY 405 Wichita Falls. TX 354
Witmington, NC 837 Worcester, MA 872 Yakinmm, WA 264
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3.7 Summarizing Data from More Than One Variable: Graphs and Correlation 109

FIGURE 3.31 Comelation = -.99 Correlation = -93 Correlation = .9
Scatterplots showing various

values for r 2 g
-2 - T,

Correlation = -8 Correlation = -.6 Correlation = -.4

Corrclation =.2

Comelation = 4

Correlation = .99

observation. The sample standard deviation is 26.10 for the placebo group and
or the treatment group. This seemingly inconsistent result occurs due to the
large base count for a single patient in the treatment group. The median number of
base seizures is higher for the treatment group than for the placebo group. The
means are nearly identical for the two groups. The means are in greater agreement
than are the medians due to the skewed-to-the-right distribution of the middle
50% of the data for the placebo group, whereas the treatment group is nearly sym-
meiric for the middle 50% of its data. Figure 3.32(b) displays the nearly identical
distribution of age for the two treatment groups; the only difference is that the
treatment group has a slightly smaller median age and is slightly more variable
than the placebo group. Thus, the two groups appear to have similar age and base-
seizure distributions prior to the start of the clinical trials.

1.




130 Chapter 3 Data Description

- Brand Price per Roll Number of Sheets per Roll Cost per Sheet

7 0.79 52 0152
8 0.75 72 0104
9 - 0.72 80 0090

10 0.53 52 0102

11 0.39 85 0069

12 0.89 80 0111

13 0.67 85 .0079

14 0.66 80 0083

15 0.59 80 0074

16 0.76 _ 80 0095

17 0.85 85 0100

18 0.59 85 0069

19 0.57 78 0073

20 1.78 180 0099

21 1.98 180 L0100

22 0.67 100 0067

23 079 : 100 0079

24 0.55 90 0061

a. Compute the standard deviation for both the price per roll and the price per sheet.
b. Which is more variable, price per roll or price per sheet?
¢. In your comparison in part (b}, should you use 5 or CV? Justify your answer.

3.46 Refer to Exercise 3.45. Use a scatterplot to plot the price per roll and number of sheets
per roll.
a. Do the 24 points appear {o fall on a straight line?
b. If not, is there any other relation between the two prices?
€. What factors may explain why the ratio of price per roll to number of sheets is not
a constan{?

3.47 Construct boxplots for both price per roll and number of sheets per roll. Are there any
“unusual” brands in the data?

Env. 3.48 The paper “Conditional simulation of waste-site performance” (Technometrics (1994) 36:
129-161] discusses the evaluation of a pilot facility for demonstrating the safe management, storage,
and disposal of defense-generated, radioactive, transuranic waste. Researchers have determined
that one potential pathway for release of radionuclides is through contaminant transport in ground-
water. Recent focus has been on the analysis of transmissivity, a function of the properties and the
thickness of an.aquifer that reflects the rate at which water is transmitted through the aquifer. The
following table contains 41 measurements of transmissivity, T, made at the pilot facility.

9.354 6.362  24.609 10.093 0.939 354.81 15399.27 88.17 1253.43 0.75 312.10
194 3.28 1.32 768 231 16.69 2772.68 0.92 10.75 (.000753
1.08 74199 3723 6.45 2.69 398 2876.07 12201.13  4273.66 207.06
2.50 2.80 5.05 3 46238  5515.69 118.28 10752.27 956.97 20.43

a. Draw a relative frequency histogram for the 41 values of T.

b. Describe the shape of the histogram.

€. When the relative frequency histogram is highly skewed to the right, the Empirical
Rule may not yield very accurate results. Verify this statement for the data given.

d. Data analysts often find it easier to work with mound-shaped relative frequency his-
tograms. A transformation of the data will sometimes achieve this shape. Replace the
given 41 T values with the logarithm base 10 of the values and reconstruct the relative
frequency histogram. Is the shape more mound-shaped than the original data? Apply

il
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independent samples

45

false positive
false negative

TABLE 4.3
E. coli test data

Chapter 4 Probability and Probability Distributions

Definition 4.9 leads to a special case of P(A N B). When events 4 and B are
independent, it follows that .

P(A M By = P(A)P(B|A) = PLAP(B)

The concept of independence is of particular importance in sampling. Later
in the text, we will discuss drawing samples from two (or more) populations to
compare the population means, variances, or some other population parameters.
For most of these applications, we will select samples in such a way that the ob-
served values in one sample are independent of the values that appear in another
sample. We call these independent samples.

Bayes’ Formula

In this section, we will show how Bayes’ Formula can be used to update conditional
probabilities by using sample data when available. These “updated” conditional
probabilities are useful in decision making. A particular application of these tech-
niques involves the evaluation of diagnostic tests. Suppose a meat inspector must
decide whether a randomly selected meat sarmnple contains E. coli bacteria. The
inspector conducts a diagnostic test. Ideally, a positive result (Pos) would mean that
the meatsample actually has E. coli, and a negative result (Neg) would imply that the
meat sample is free of E. coli. However, the diagnostic test is occasionally in error.
The results of the test may be a lalse positive, for which the test’s indication of
E. coli presence. is incorrect, or a false negative, for which the test’s conclusion
of E. coli absence is incorrect. Large-scale screening tests are conducted to evalu-
ate the accuracy of a given diagnostic test. For example, E. coli (E) is placed in
10,000 meat sampies, and the diagnostic test yields a positive result for 9,500 sam-
ples and a negative result for 500 samples; that is, there are 500 false negatives out
of the 10,000 tests. Another 10,000 samples have all traces of E. coli (NE) removed,
and the diagnostic test yields a positive result for 100 samples and a negative result
for 9,900 samples. There are 100 false positives out of the 10,000 tests. We can sum-
marize the results in Table 4.3.
Evaluation of test results is as follows:

9,500
te = .

True positive rate = P(Pos|E) = 10.000 95
False positive rate = P(Pos| NE) = 200 01

pOst 10,000

9,900

T te = = .
rue negative rate = P{Neg|NE) = 10000 ~ 99
False negative rate = = 05

. ) Meat Sample Status
Diagnostic F ( N ] E
Test Result E NE b Cj
Positive 9,500 100
Negative 500 3,900
Total 10,000 10,000

R
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Chapter 4 Probability and Probability Distributions

005

b. The quality control section of a large chemical manufacturing company has under-

taken an intensive process-validation study. From this study, the QC section claims that

the probability that the shelf life of a newly released batch of chemical will exceed the

minimal time specified is .998.

A new blend of coffee is being contemnplated for release by the marketing division of a

large corporation. Preliminary marketing survey results indicate that 530 of a random

sample of 1,600 potential users rated this new blend better than a brandname competi-

tor. The probability of this happening is approximately .001, assuming that there is

actually no difference in consumer preference for the two brands.

The probability that a customer will receive a package the day after it was sent by a

business using an “overnight” delivery service is .92.

€. The sportscaster in College Station, Texas, states that the probability that the Aggies
will win their football game against the University of Florida is .75.

f. The probability of a nuclear power plant having a meltdown on a given day is .00001.

9. If a customer purchases a single ticket for the Texas lottery, the probability of that
ticket being the winning ticket is 1/15,890,700. :

c

k3

d

+

4.2 A study of the response time for emergency care for heart attack victims in a large U.S. city
reported that there was a 11n 200 chance of the patient surviving the attack. That is, for a person suf-
fering a heart atiack in the city, P(survival) = 1/200 ={ he low survival rate was attributed to
Tnany factors associated with Targe ¢ities; as heavy traffic, misidentification of addresses, and
the use of phones for which the 911 operator could not obtain an address. The study documented the
1/200 probability based on a study of 20,000 requests for assistance by victims of a heart attack.

O O S " ——d. Provide a relative frequency interpi%?zﬁiﬁh—of'ﬂrel:}robabi[ity.

. 008

4.2
Edu.

Med,

b. Th as based on the records of 20,000 requests for assistance from heart attack
ictims. How many of the 20,000 in the study survived? Explain your answer.

4.3 A casino claims that every pair of dice in use are completely fair. What is the meaning of the
term fair in this context?

8.4 A baseball player is in a deep slump, having failed to obtain a base hit in his previous 20
times at bat. On his 21st time at bat, he hits a game-winning home run and proceeds to declare
that “he was due to obtain a hit.” Explain the meaning of his statement,

4.5 In advocating the safety of flying on commercial airlines, the spokesperson of an airline
stated that the chance of a fatal airplane crash was 1 in 10 million. When asked for an explanation,
the spokesperson stated that you could fly daily for the next 27,000 years (27,000(365) = 9,855,000
days) before you would experience a fatal crash. Discuss why this statement is misleading.

Finding the Probability of an Event

4.6 Suppose an exam consists of 20 true-or-false questions. A student takes the exam by guessing
the answer to each question. What is the probability that the student correctly answers 15 or more
of the questions? [Hins: Use a simulation approach. Generate a large number (2,000 or more sets)
of 20 single-digit numbers. Each number represents the answer to one of the questions on the
exam, with even digits representing correct answers and odd digits representing wrong answers.
Determine the relative frequency of the sets having 15 or more correct answers.]

4.7 The example in Section 4.1 considered the reliability of a screening test. Suppose we wanted
to simulate the probability of observing at least 15 positive results and 5 negative results in a set
of 20 results, when the probability of a positive result was claimed to be .75. Use a random num-
ber generator to simulate the running of 20 screening tests.
a. Let a two-digit number represent an individual running of the screening test. Which
numbers represent a positive outcome of the screening test? Which numbers represent
a negative outcome?
b. If we generate 2,000 sets of 20 two-digit numbers, how can the outcomes of this simula-
tion be used to approximate the probability of obtaining at feast 15 positive results in
the 20 runnings of the screening test?

4.8 The state consumers affairs office provided the following information on the frequency of
automobile repairs for cars 2 years old or older: 20% of all cars will require repairs once

t
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Number Surveyed Number Responding “Poor”

Site 1 192 48
Site 2 248 &0

Let A be the event the worker comes from Site 1 and B be the event the response is “poor.” Com-
pute P(A), P{B}, and P(A N B).

4.25 Referto Exercis
a. Areevents A and B independent?
b. Find P(B|A)and P(B|A). Are they equal?

4.26 A large corporation has spent considerable time developing employee performance rating
scales to evaluate an employee’s job performance on a regular basis, so major adjustments can be
made when needed and employees who should be considered for a “fast track” can be isolated.
Keys to this latter determination are ratings on the ability of an employee to perform to his or her
capabilities and on his or her formal training for the job.

Formal Training

Workload Capacity None Litile Some Extensive

Low .01 02 02 .04
Medium .05 .06 07 10
High 10 15 16 22

The probabilities for being placed on a fast track are as indicated for the 12 categories of work-
load capacity and {formal training. The following three events (4, B, and C) are defined:

A: An employee works at the high-capacity level

B: An employee falls into the highest (extensive) formal training category

C: An employee has little or no formal training and works below high capacity

a. Find P(A), P(B), and P(C).
b. Find P(A|B), P(B|B) and P(B|C).
€. Find P(A U B), P(A 1t C), and P(B N C).

4.27 The utility company in a large metropolitan area finds that 70% of its customers pay a
given monthly bill in full.
a. Suppose two customers are chosen at random from the list of all customers. What is
the probability that both customers will pay their monthly bill in full?
b. What is the probability that at least one of them will pay in full?

4.28 Refer to Exercise 4.27. A more detailed examination of the company records indicates that
95% of the customers who pay one monthly bill in full will also pay the next monthly bill in full; only
10% of those who pay less than the full amount one month will pay in full the next month.
a. Find the probability that a customer selected at random will pay two consecutive
months in full.
b. Find the probability that a customer selected at random will pay neither of two
consecutive months in full. :
€. Find the probability that a customer chosen at random will pay exactly one month in full.

Bayes’ Formula

4.29 Of a finance company’s loans, 1% are defaulted (not completely repaid). The company
routinely runs credit checks on alf loan applicants. It finds that 30% of defaulted loans went to
poor tisks, 40% to fair risks, and 30% to good risks. Of the nondefaulted loans, 10% went to poor
risks, 40% to fair risks, and 50% to good risks. Use Bayes’ Formula to chlculate the probability
that a poor-risk loan will be defaulted. :

4.30 Refer to Exercise 4.29. Show that the posterior probability of default, given a fair risk,
equals the prior probability of default. Explain why this is a reasonable result.

§
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4.10

€. Useanormal approximation to compite the probability that less than six sales are made.

d. Use aPoisson approximation o compute the probabiliy that less than six sales are made.

e. Use a computer program (if available) to compute the exact probability that less than
six sales are made. Compare this result with your calculations in (c) and (d).

4.52 A certain birth defect occurs in 1 of every 10,000 birtks. In the next 5,000 births at a major
hospital, what is the probability that at leasi one baby will have the defect? What assumptions are
required to calculate this probability?

A Continuous Probability Distribution: The Normal Distribution

4,53 Use Table 1 of the Appendix to find the area under the normal curve between these values:
a. z=0andz=16 '
b. z=0andz=23

4.54 Repeat Exercise 4.53 for these values:
a z=TJandz=17
b.z=-12andz =10

4.55 Repeat Exercise 4.53 for these values:
a z=-129andz=0 .
b, ;=—77andz =12

4.56 Repeat Exercise 4.53 for these values:
b ireie——ap  2=-0320 and 2= =37
4.57 Find the probability that z is greater than 1.75.
4.58 Find the probability that z is fess than 1.14.
4.59 Find a value for z, say z, such that P(z > zg} = .5.
4.60 Find a value for z, say zg, such that P(z > zo} = .025.
4.61 Find a value for z, say zp, such that P(z > zg} = .0089.
4.62 Find a value for z, say zg, such that P(z > zo) = .05.
4.63 Finda value for z, say zo, such that P(—zp << z < z9) = .95.

4,64 Lety be a normal random variable with mean equal to 100 and standard deviation equat
to 8. Find the following probabilities:

a. P(y =100}

b. P(y > 1035)

c. Py <110).

d. P(88 <y < 120)

e. P(100 <y < 108)

4.65 Let y be a normal random variable with g = 500 and o = 100. Find the following proba-
bilities:
a. P(500 < y < 665}
b. P(y > 665)
€ P(304 < y < 665)
d. ksuch that P(500 — &k <<y <500 + k) = .60

4.66 Suppose that y is a normal random variable with p = 100 and o = 15.
a. Show that y < 115 is equivaleng to z < 1.
b. Convert y > 85 to the z-score equivalent.
¢. Find P(y < 115) and P(y > 85).
d. Find P(y > 106), P(y < 94), and P(94 < y < 106).
e. Find P(y < 70), P(y > 130, and P(70 < y < 130).
4.67 Find the value of z for these areas.

a. an area .025 to the right of z
b, an area 05totheleftof z
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first person on the list and 1,000 to the last person. You need to next obtain a random sample of
50 numbers from the numbers 1 to 1,000. The names on the sampling frame corresponding to
these 50 numbers will be the 50 persons selected for the poll. A Minitab program is shown here
for purposes of iflustration, Note that you would need to run this program 230 separate times to
obtain a new random sample for each of the 230 precincts.

Follow these steps:

Click on Cale.

Click on Random Data.

Click on Integer. .

Type 5 in the Generate rows of data box.
Type €l-cl0 in the Store in Columngs): box.
Type 1in the Minimum value: box. '
Type 1000 in the Maximum value: box.
Click on OK.

Click on File.
Click on Print Worksheet.

4.12

a. Using either a random number table or a computer program, generate a second ran-
dom sample of 50 numbers from the numbers 1 to 1,000.

b. Give several reasons wly you need to generate a different set of random numbers for
each of the precincts. Why not use the same set of 50 numbers for all 230 precincts?

Sampling Distributions

4.77 A random sample of 16 measurements is drawn from a population with a mean of 60 and

* astandard deviation of 5. Describe the sampling distribution of 7, the sample mean. Within what

interval would you expect ¥ to lie approximately 95% of the time?

4.78 Refer to Exercise 4.77. Describe the sampling distribution for the sample sum Sy, Is it un-
likely {improbable) that 2y, would be more than 70 units away from 960? Explain.

4.79 Psychomotor retardation scores for a large group of manic-depressive patients were

approximately normal, with a mean of 930 and a standard deviation of 130. ¥
a j i ay: 7 ] .
P et oL pationis ot Lo B0 B Ly 900 Gadl 7607

b. Less than 8809 G40 £
€. Greater than 32002 ;544 2

4.80 Federal resources have been tentatively approved for the construction of an outpatient
clinic. In order to design a facility that will handle patient Ioad requirements and stay within a lim-
ited budget, the designers studied patient demand. From studying a similar facility in the area, they
found that the distribution of the number of patients requiring hospitalization during a week could
be approximated by a normal distribution with 2 mean of 125 and a standard deviation of 32.

a. Use the Empirical Rule to describe the distribution of y, the number of patients

requesting service in a week,
b. If the facility was built with a 160-patient capacity, what fraction of the weeks might
* the clinic be unable to handle the demand?

Iy
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Bus.

jp0t

4.1

Percent

4.88 Use the binomial distribution with 2 =20, 7 = 5 to compare accuracy of the normal
approximation to the binomial,
a. Compute the exact probabilities and corresponding normal approximations for y < 3.
B. The normal approximation can be improved slightly by taking P(y = 4.5), Why
should this help? Compare your results.
c. Compute the exact probabilities and corresponding normal approximations with the
continuity correction for P(8 << y < 14).

4.89 Lety be a binomial random vatiable with n = 10 and = = 5.
a. Calculate P(4 = y =< 6),
b. Use a normal approximation without the continuily correction to calculate the
same probability. Compare your results. How well did the normal approximation
work?

490 Refer to Exercise 489. Use the continuity correction to compute the probability
P(4 = y =< 6). Does the continuity correction help?

4.91 A marketing research firm believes that approximately 12.5% of all persons mailed a
sweepstakes offer will respond if a preliminary mailing of 10,000 is conducted in a fixed region.
3 at1s the probability that 186 or fewer will respond?
b. What is the probability that 3886 or more will respond?

1500 -

5

99

95 ~

Evaluating Whether or Not a Population Distribution Is Normal

492 In Figure 4.19, we visually inspected the relative frequency histogram for sample means
based on two measurements and noted its bell shape. Another way to determine whether z set of
measurements is bell-shaped (normal) is to construct a mormal probahility plot of the sample
data. If the plotied points are nearly a straight line, we say the measurements were selected from
a normal population. We can generate a normal probability plot using the following Minitab
code. if the plotted points fall within the curved dotted lines, we consider the data to be a random
sample from a normal distribution.

Minitab code:

1. Enter the 45 measurements into C1 of the data spreadsheet.
2. Click on Graph, then Probability Plot.

3. Type ¢l in the box labeled Variables.

4. Click on OK.

.

.

~+--|ML Estimates
Mean: 6.5
T StDev: 1.81485
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a. Does it appear that the 45 data values appear to be a random sample from a normal
distribution?

b. Compute the correlation coefficient and p-value to assess whether the data appear to
be sampled from a normal distribution.

€. Do the results in part (b) confirm your conclusion from part {a}?

493 Suppose a population consists of the 10 measurements (2, 3, 6, 8, 9, 12, 25, 29, 39, 50).
Generate the 45 possible values for the sample mean based on a sample of # = 2 observations per
sample.

a. Use the 45 sample means o determine whether the sampling distribution of the
sample mean is approximately normally distributed by constructing a hoxplot,
relative frequency histogram, and normal quantite plot of the 45 sample means.

b. Compute the correlation coefficient and p-value to assess whether the 45 means
appear to be sampled from a normal distribution.

€. Do the results in part (b) confirm your conclusion from part (a)'?

4.94 The fracture toughness in concrete specimens is a measure of how likely blocks used in new
home construction may fail. A construction investigator obtains a random sample of 15 concrete
blocks and determines the following toughness values:

.47, .58, .67,.70,.77, .79, 81, .82, 84, 86, 91, .95,.98,1.01,1.04

4, Use a normal quantile plot to assess whether the data appear to {it a normal
distribution.

b. Compute the correlation coefficient and p-value for the normal quantile plot.
Comment on the degree of fit of the data to a normal distribution.

Supplementary Exercises

4.95 One way to audit expense accounts for a large consuiting firm is to sample all reports dated
the last day of each month. Comment on whether such a sample constitutes a random sample.

4.96 The breaking strengths for 1-foot-square samples of a particular synthetic fabric are
approximately normally distributed with a mean of 2,250 pounds per square inch (psi) and a

standard deviation of 10.2 psi. 77
8({{Find the probability of selecting a 1-foot-square sample of material at random that on

testm Wi ve a breaking strength in excess of 2,265 psi. )
K (Describe the sampling distribution for 7 based on random samples of 15 1-foot sections.”

497 Refer to Exercise 4.96. Suppose that a new synthetic fabric has been developed that may
have a different mean breaking strength. A random sample of 15 one-foot sections is obtained
and each section is tested for breaking strength. If we assume that the population standard devi-

ation for the new fabric is identical to that for the old fabric, give-the-standard-deviationforthe
samepling distributionebiusingthe-pew-fabric.

£.98 Refer to Exercise 4.97. Suppose that the mean breaking strength for the sample of 15 one-
foot sections of the new synthetic fabric is 2,268 psi. What is the probability of observing a value
of ¥ equal to or greater than 2,268, assuming that the mean breaking strength for the new fabric
is 2,250, the same as that for the old?

4.99 Based on your answer in Exercise 4.98, do you believe the new fabric has the same mean
breaking strength as the old? {Assume o = 10.2.)

4,180 Suppose that you are a regional director of an IRS office and that you are charged with
sampling 1% of the returns with gross income levels above $15,000. How might you go about this?
Would you use random sampling? How?

4.101 Experts consider high serum cholesterol levels to bie associated with an increased incidence
of coronary heart disease. Suppose that the natural logarithm of cholesterol levels for males in
a given age bracket is normally distributed with 2 mean of 5.35 and a standard deviation of .12.
8. What percentage of the males in this age bracket could be expected to have a serum
cholesterol level greater than 250 mg/ml, the upper limit of the clinical normal range?

b}
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Choosing the Sample Size for Testing u

The quantity of information available for a statistical test about p is measured by the
magnitudes of the Type I and I error probabilities, o and (), for various values of
in the alternative hypothesis H,. Suppose that we are interested in testing Ho: g = pq
against the alternative H,: u > peg. First, we must specify the value of a. Next we must
determine a value of p in the alternative, u;, such that if the actual value of the mean
is larger than w,, then the consequences of making a Type II error would be sub-
stantial. Finally, we must select a value for S(u), 8. Note that for any value of u
larger than py, the probability of Type I error will be smaller than (i ); that is,

Blw) < Buw), for all > g

Let A = py — po. The sample size necessary to meet these requirements is

2(Za + 2p)°
A
Note: If g% is unknown, substitute an estimated value from previous studies or a
pilot study to obtain an approximate sample size.
The same formula applies wheén testing Hy: u = ug against the alternative H,:
M << g, with the exception that we want the probability of a Type II error to be of
magnitude B or less when the actual value of  is less than wq, a value of the mean

in H,; that is,
B) < B, forall u < gy
with A = g — p1. /6

EXAMPLE 5.11

A cereal manufacturer produces cereal in boxes having a labeled weight of 12
ounces. The boxes are filled by machines that are set to have a mean fill per box
of 16.37 ounces. Because the actual weight of a box filled by these machines has a
normal distribution with a standard deviation of approximately .225 ounces, the
percentage of boxes having weight less than 16 ounces is 5% using this setting.
The manufacturer is concerned that one of its machines is underfilling the boxes
and wants to sample boxes from the machine’s output to determine whether the
mean weight w is less than 16.37—that is, fo fest

Hy: p=1637

Hy p<1637
with « = .05. If the true mean weight is 16.27 or less, the manufacturer needs the
probability of failing to detect this underfilling of the boxes with a probability of
" al most .01, or risk incurring a civil penalty from state regulators. Thus, we need

to determine the sample size # such that our test of Hy versus H, has e = .05 and
B(we) less than .01 whenever p is less than 16.27 ounces.

Solution We have @ = 05,8 = .01, A = 16.37 — 16.27 = .1, and ¢ = 225. Using
our formula with z g5 = 1.645 and zg; = 2.33, we have
(225)%(1.645 + 2.33)
o (17

Thus, the manufacturer must obtain a random sample of # = 80 boxes to conduct
this test under the specified conditions.

= 79.99 =~ 80

¥
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Because the confidence limits are computed using the binomial distribution,
which is a discrete distribution, the level of confidence of (M7, M r7) will generally
be somewhat larger than the specified 100(1 — &)%. The exact level of confidence
is given b

Level =1 —Bin(n, 5) = Cygay,n]

The following example will demonstrate the construction of the interval.

af

EXAMPLE 5.20

The sanitation department of a large city wants to investigate ways to reduce the
amount of recyclable materials that are placed in the city’s landfill. By separating
the recyclable material from the remaining garbage, the city could prolong the life of
the landfill site. More important, the number of trees needed to be harvested for paper
products and the aluminum needed for cans could be greatly reduced. From an analy-
sis of recycling records from other cities, it is determined that if the average weekly
amount of recyclable material is more than 5 pounds per household, a commercial
recycling firm could make a profit collecting the material. To determine the feasibility
of the recycling plan, a random sample of 25 households is selected. The weekly weight
of recyclable material (in pounds/week) for each household is given here. )

142 53 29 42 12 43 11 26 67 78 259 438 2.7
56 7.8 39 47 65 295 2.1 348 36 58 45 6.7

Determine an appropriate measure of the amount of recyclable waste from a typi-
cal household in the city.

FIGURE 5.22(a) Boxplot of recyclable wastes
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3.3 Face masks used by firefighters often fail by having their lenses fall out when exposed to very
high temperatures. A manufacturer of face masks claims that for their masks the average temper-
ature at which pop out occurs is 550°F. A sample of 75 masks are tested and the average tempera-
ture at which the lense popped out was 470°F. Based on this information is the manufacturer’s
claim valid?

a. ‘Identify the population of interest to us in this problem.

5. Would an answer to the question posed involve estimation or testing a hypothesis?

5.4 Refer to Exercise 3.3. How might you select a sample of face masks from the manufacturer
toevaluate the claim?

Estimation of u

5.5 A company that manufacturers coffee for use in commercial machines monitors the caffeine
content in its coffee. The company selects 50 samples of coffee every hour from its production line
and determines the caffeine content. From historical data, the caffeine content {in milligrams,
mg) is known to have a normal distribution with o = 7.1 mg, During a I-hour time period, the 50
samples yielded a mean caffeine content of 5 = 110 mg.
8. Caleulate a 95% confidence interval for the mean caffeine content u of the coffee pro-
duced during the hour in which the 50 samples were selected.
b. Explain to the CEQ of the company in nonstatistical language, the interpretation of
the constructed confidence interval.

5.6 Refer to Exercise 5.5. The engineer in charge of the coffee manufacturing process examines
the confidence intervals for the mean caffeine content calculated over the past several weeks and
is concerned that the intervals are too wide to be of any practical use. That is, they are not pro-
viding a very precise estimate of u.
a. What would happen to the width of the confidence intervals if the level of confidence
of each interval is increased from 95% to 99%7?
b. What would happen to the width of the confidence intervals if the number of samples
per hour was increased from 50 to 1007

5.7 Refer to Exercise 5.5. Because the company is sampling the coffee production process every
hour, there are 720 confidence intervals for the mean caffeine content e constructed every month.
a. If the level of confidence remains at 95% for the 720 confidence intervals in a given
month, how many of the confidence intervals would you expect to fail to contain the
value of i and hence provide an incorrect estimation of the mean caffeine content?
b. If the number of samples is increased from 50 to 100 each hour, how many of the
95% confidence intervals would you expect to fail to contain the value of win a given

month?
<. If the number of samples remains at 50 each hour but the level of confidence is in-
creased from 95% to 99% for each of the intervals, how many of thy gonfidence

intervals would you expect te fail to contain the value of g in a given month?

5.8 As part of the recruitment of new businesses in their city, the economic development
department of the city wants to estimate the gross profit margin of small businesses (under one
million dollars in sales) currently residing in their city. A random sample of the previous years
annual reports of 15 smalf businesses shows the mean net profit margins to be 7.2% (of sales) with
a standard deviation of 12.5%.

8. Construct a 99% confidence interval for the mean gross profit margin of w of afl small
businesses in the city.

b. The city manager reads the report and states that the confidence interval for e con-
structed in part (a) is not valid because the data are obviously not normally distributed
and thus the sample size is too small. Based on just knowing the mean and standard
deviation of the samiple of 15 businesses, do you think the city manager is valid in his
conclusion about the data? Explain your answer.

5.9 A social worker is interested in estimating the average length of time spent outside of prison
for first offenders who later commit a second crime and are sent to prison again. A random sample
of 1 = 150 prison records in the county courthouse indicates that the average length of prison-free
life between first and second offenses is 3.2 years, with a standard deviation of 1.1 years. Use the

t

99%

1131




FIGURE 7.8
Critical value for
the F distributions
(df; = 5, dfy = 10)

A Statistical Test
Comparing o7 and o2

1.3 Estimation and Tests for Comparing Two Population Variances 371

Distribution of s7/s3

F density

Value of F

A statistical test comparing ot and o} utilizes the test statistic si/s3. When
gl = 0'2 ai/as = 1 and s¥/s2 follows an F distribution with dfy =n; —land df, =
ny; — 1. For a one-tailed alternative hypothesis, the designation of which popula-
tion is 1 and which population is 2 is made such that H, is of the form o7 > 2.
Then the rejection region is located in the upper-tail of the F distribution.

We summarize the test procedure next.

Hy 1. 0i=0} Hg 1.0t>0% -
2. 0'% = a'_% Hy 2. 0'% #_"_a'.%__
T.S.: = SI/SQ

. RR For a specified value of @ and thh df1 = n1 = 1 dfz = nz = 1 N
. 1 ReJeCtH(}lfF> F A, dfz S . e [T P .
. ) 2. Re]ect H{) If F S Fl ‘-ﬂ/znd_fhdfz:.qf i

Table 8 in the Appendix provides the upper percentiles of the F distribution.
The lower percentiles are obtained from the upper percentiles using the following
relationship. Let F 4 4 be the upper a percentile and F; adi,dr, e the lower « per-
centile of an F dlstrlbutlon with df; and df,. Then,

_ 1
Fiana, = F
e, df, df,

Note that the degrees of freedom have been reversed for the upper F percentile on
the right-hand side of the equation.

fidd
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TABLE 7.6

Percentage increase in mpg
from cars driven using
three additives

pepulations. Hence, we should not use Hartley’s Fin,, test for evaluating differences
in the variances in this example. The information in Table 7.6 will assist us in calcu-
lating the value of the BFL test statistic. The medians of the percentage increase in
mileage, y;s, for the three additives are 5.8(, 7.55, and 9.15. We then calculate the
absolute deviations of the data values about their respective medians—namely,
Zy; = y1; — 380, 25 = lyy — 755}, and z5;, = |yy; — 915 for j = 1,..., 10.
These values are given in column 3 of the table. Next, we calculate the three means
of these values, 7, = 4.07,7, = 8.88,and Z; = 2.23. Next, we calculate the
squared deviations of the zys about their respective means, (z; — 7. that is,
{zy; — 4.07)%, (zyy — 8.88)%, and (z5; — 2.23)". These values are contained in column
6 of the table. Then we calculate the squared deviations of the z;s about the overall

2y
v
Additive ¥y j}l Iy = |y1j - 5.80' 21_ (le - 4.07)2 5.06)2
1 4.2 5.80 1.60 4.07 6.1009 11.9716
i 29 2.90 1.368% 4.6656
i 0.2 5.60 2.3409 0.2916
1 25.7 19.90 250.5889 220.2256.
1 6.3 0.50 12.7449 20.7936
1 7.2 1.40 7.1289 13.3956
1 23 3.50 0.3249 2.4336
1 99 4.10 0.0009 0.9216
1 53 0.50 12,7449 20.7936
1 6.5 0.70 JJ‘\ 11.3569 19.0096
LY
Additive yzi 5’2 iy = !yzj - 7.55] Za. @'— 3.88)2 (sz - 5.06)2
2 02 7.55 735 8.88 2.3409 5.2441
2 11.3 3.5 26.3169 1.7161
2 0.3 725 2.6569 4.7961
2 171 3.55 0.4489 20.1601
2 51.0 4345 1,195.0849 1,473.7921
2 101 2.55 40.0689 6.3001
2 0.3 7.25 2.6569 4.7961
2 0.6 6.95 3.7249 3.5721
2 7.9 (.35 .23 3- 727609 2.2% 22.1841-
2 72 0.35 N 72.7609/‘ 22.1841
Addifive Y3 3 3 = |y3j - 9.15' Za. @—'@2 (531' - 5-06)2
3 72 9.15 1.95 223 0.0784 9.6721
3 6.4 275 0.2704 5.3361
3 9.9 0.75 2.1904 18.5761
3 3.5 5.65 11.6964 0.3481
3 10.6 1.45 0.6084 13.0321
3 10.8 1.65 0.3364 11.6281
3 10.6 145 0.6084 13.0321
3 8.4 0.75 2.1904 18.5761
3 6.0 3.15 0.8464 3.6481
3 11.9 2175 0.2704 5.3361
Total 5.06 1,742.6 1,978.4

bid 4




8.2 A Statistical Test about More Than Two Population Means: An Analysis of Variance 411

TABLE 8.6

An exampie of an AOV
table for a completely
randomized design

AQYV table

TABLE 8.7
Isoflavones content from
three sources of soy

Sum of  Degrees of
Source Squnares Freedom Mean Square F Test
Between samples SSB t—1 5% = SSB/(t —1) se /sty
Within samples SSW ny—t s = SSW/(ny — 0
‘Totals TSS nr—1

After we complete the F test, we then summarize the results of a study in an
analysis of variance table. The format of an AQYV table is shown in Table 8.6. The
AQV table lists the sources of variability in the first column. The second column
lists the sums of squares associated with each source of variability. We showed that
the total sum of squares (TSS) can be partitioned into two parts, so SSB and SSW
must add up to TSS in the AQV table. The third coluinn of the table gives the de-
grees of freedom associated with the sources of variability. Again, we have a check;
(t — 1} + (rr — ¢) must add up to nr —1. The mean squares are found in the fourth
column of Table 8.6, and the F test for the equality of the ¢ population means is
given in the fifth column.

EXAMPLE 8.1

A large body of evidence shows that soy has health benefits for most people. Some
of these benefits come largely from isoflavones, plant compounds that have
estrogen-like properties. The amount of isoflavones varies widely depending on
the type of food processing. A consumer group purchased various soy products
and ran laboratory tests to determine the amount of isoflavones in each product.
There were three major categories of soy products: cereals and snacks (1), energy
bars (2), and veggie burgers (3). Five different products from each of the three
categories were selected and the amount of isoflavones (in mg) was determined for
an adult serving of the product. The consumer group wanted to determine if the
average amount of isoflavones was different for the three sources of soy products.
The data are given in Table 8.7. Use these data to test the research hypothesis of a
difference in the mean isoflavones level for the three categories. Use o = .05,

Source 3 . Sample Sample  Sample
of Soy ’) Isoflavones Content (ing) Sizes Means Variances
1 @ 17 12 10 4 5 9.20 33,7000
2 19 10 9 7 5 5 10.00 29.0000
3 25 15 12 9 8 5 13.80 46.7000
Total 15 11.00

Solution. The null and alternative hypotheses for this example are

Hy: g == 3

H;  Atleast one of the three population means is different from the rest.
The sample sizes are n, = n, = ny = 5, which yields #y = 15. Using the sample
means and sample variances, the sum of squares within and between are given
here with




FIGURE 8.8

Boxplots of 1-20 KM (means
are indicated by solid circles)

TABLE 8.17

Transformation of data in
Table 8.16:
yp = Vy + 375

yr=1logy

coeflicient of variation

8.5 An Alternative Analysis: Transformations of the Data 423
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b. We next examine the relationship between the sample means y; and
sample variances s°.
2 2 2z 2
5 s S 8§
L =99 -2=197 =106 ="=97
Yu Yz Y3, ¥4
Thus, it would appear that o7 = ku,, with k¥ = 1. From Table 8.15, the
suggested transformation is y, = Vy + .375. The values of yrappear in
Table 8.17 along with their means and standard devialions. Although the
original data had heterogeneous variances, the sample variances are all
approximately .25, as indicated in Table 8.17.
yr = lOg y
Distance to Mouth
Sample 1 KM 5 KM 10 KM 20 KM
i 1.173 2.092 4,514 6.114
2 2.318 2.894 5.136 5.511
3 1.541 1.541 4.937 5.136
4 1.173 1.837 3373 4937
5 1.541 2.894 5327 6.432
6 1.541 2318 4.514 5.037
7 2.092 2.525 4402 6.031
8 1.837 2.092 o 4402 5.601
9 0.612 1.837 4.623 5.601
10 1.541 1.837 4.937 5.777
Mean 1.54 2.19 4.62 5.62
. e
Variances 24 22 29 24 d - K /U-

The second transformation indicated in Table 8.15 ( \Z ) is for an ex-
perimental situation in which the population variance is proportional to the square
of the population mean, or equivalently, where ¢ = . That is, the [ogarithmic
transformation is appropriate any time the coefficient of variation o,/ 11, is constant
across the populations of interest.

ik
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8.26

8.27

a. Do the conditious necessary for conducting the AQV Ftest appear to be satisfied
by these data?

b. Because the data are counts of number of successes for the EDGs, the
Poisson madel may be an alternative {o the normat based analysis. Apply a
transformation to the data and then apply the AOV Ftest to the transformed
data.

€. Asasecond alternative analysis which has fewer restrictions, answer the agency’s
question by applying the Kruskal—Wallis test to the reliability data.

d. Compare your conclusions to parts (a)—(c). Which of the three procedures do you
feel more coufident with its conclusion?

Refer to Example 8.4.

a. Apply the Kruskal-Wallis test to determine if there is a difference in the distri-
butions of oxygen content for the varicus distances to the mouth of the Mississippi
River.

b. Does your conclusion differ from the conclusion reached in Exercise 8.16?

Refer to Example &.5.

a. Apply the Kruskal-Wallis test to determine if there is a difference in the distributions
of pain reduction for the three analgesics.

b. Does your conclusion differ from the conclusion reached in Exercise 8.22?

Refer to Example 8.6.

a. Apply the Kruskal-Wallis test to determine if there is a difference in the distributions
of opinions across the four geographical regions.

b. Does your conclusion differ from the conclusion reached ir Exercise 8.177

In the manufacture of soft contact lenses, the actual strength (power) of the lens needs to

be very close to the targel value for the lenses to properly fit the customer’ needs. In the paper,
“An ANOM-iype test for variances from normal populations,” Technometrics (1997), 3%
274-283, a comparison of several suppliers is made relative to the consistency of the power of the
lenses. The following table contains the deviations from the target power of lenses produced
using materials from three different suppliers:

Lens
Supplier 1 2 3 4 5 6 7 8 9
A 189.9 i91.9 190.9 183.8 185.5 190.9 192.8 188.4 189.0
B 156.6 158.4 1577 154.1 152.3 161.5 158.1 150.9 156.9
C 218.6 208.4 187.1 199.5 202.0 2111 197.6 204.4 206.8

a. Using the appropriate tests and plots given here, assess whether the data meet the
necessary conditions to use an AQV to determine whether there is a significant
difference in the mean deviations for the three suppilers Us :fW an F- +te s‘h

b. Conduct an AOV with o = .05 T 1

<. Apply the Kruskal-Wallis test to evaluate the research hypothesis that the three
suppliers have different distributions of deviations.

d. Suppose that a difference in mean deviation of 20 units would have commercial
consequences for the manufacture of the lenses. Does there appear to be a praciical
difference in the three suppliers?

Nk
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100(1 — a)% Confidence
Interval for o, when
y=0ory=n

=N,

Chapter 10 Categorical Data

- When_cgmputing the confidence interval for # in those situations where
y=0or ]@ the confidence intervals using the normal approximation would
not be valid. We can use the following confidence intervals, which are derived from
using the binomial distribution.

‘When y = O,_thé conﬁ_den_ccj_' iI_l_thV_z_ﬂ 15(0,1_@ J)Lm),
© When'’y = n; the confidence intervalis ((a/2)4/", 1).

EXAMPLE 10.3

A new PC operating system is being developed. The designer claims the new sys-
tem will be compatible with nearly all computer programs currently being run on
Microsoft Windows operating system. A sample of 50 programs are run and all
50 programs perform without error. Estimate 7, the proportion of all Microsoft
Windows—compatible programs that would run without change on the new
operating system. Compute a 95% confidence interval for 7.

Solution ' If we used the standard estimator of 7, we would obtain

30 _

= 1.0
50

wﬂ =
Thus, we would conclude that 100% of all programs that are Microsoft Windows—
compatible programs would run without alteration on the new operating system,
Would this conclusion be valid? Probably not, since we have only investigated a
tiny fraction of all Microsoft Windows—compatible programs. Thus, we will use
the alternative estimators and confidence interval procedures. The point estimator
would be given by ' :

3 3
(n+3) (50+§) _ 993

TAG T 13 T (50 + 3)
A 95% confidence interval for 7 would be
(/Y 1) = ((05/2)Y, 1) = (0252, 1) = (.929, 1.0)

We would now conclude that we are reasonably confident (95%) a high proportion
{between 92.9% and 100% ) of all programs that are Microsoft Windows—compatible
would run without alteration on the new operating system.

Keep in mind, however, that a sample size that is sufficiently large to satisfy
the rule does not guarantee that the interval will be informative. It only judges
the adequacy of the normal approximation to the binomial—the basis for the
confidence level.

‘ Sample size calculations for estimating 7 follow very closely the procedures
we developed for inferences about u. The required sample size for a 100(1 — a)%
confidence interval for 7 of the form # * E (where E is specified) is found by
solving the expression

Za/ZO-‘fr =E

for n. The result is shown here.
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Sample Size Required for a
100(1— a)% Confidence
Interval for & of the
Forma + E

r=.5.
/

substltute an. educated guess or use
'0$s1ble sample size for the spem &d
il gwe a conservative answer to the

EXAMPLE 10.4

In Example 10.3, the designer of the new operating system has decided to conduct
a more extensive study. She wants to determine how many programs to randomly
sample in order to estimate the proportion of Microsoft Windows—compatible
programs that would perform adequately using the new operating system. The
designer wants the estimator to be within .03 of the true proportion using a 95%
confidence interval as the estimator.

Solution The designer wants the 95% confidence interval to be of the form & % .03,
The sample size necessary to achieve this accuracy is given by

_ Zi/zﬂ'(l — )

-
where the specification of 95% yields z,, = Zps = 1.96 and E = 03. If we did not
have any prior information about o, then 7 = .5 must be used in the formula yielding

_ (L96)°.5(1 — .5)

- (03
That is, 1,068 programs would need to be tested in order to be 95% confident that
the estimate of # 1s within .03 of the actual value of 7. The lower bound of the
estimate of 7 obtained in Example 10.3 was .929. Suppose the designer is not too
confident in this valze but fairly certain that = is greater than .80. Using 7 = .8 as
a lower bound then the value of n is given by '

_(1.96).3(1 — .8)
B .03y

Thus, if the designer was fairly certain that the actual value of « was at least .80,
then the required sample size can be greatly reduced.

— 1,067.1

= 682.95

A statistical test about a binomial parameter 7 is very similar to the large-
sample test concerning a population mean presented in Chapter 5. These results
are summarized next, with three different alternative hypotheses along with their
corresponding rejection regions. Recall that only one alternative is chosen for a
particular problem.

Summary of a Statistical
Test for 7, @y Is Specified
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Notation for Comparing
Two Binomial Proportions

100(1 — a)% Confidence
Interval for &y —

W,

" Population

1 2

Poputation pr_o_porti'an LT Ty

- Samplesize .. o o )

Number of successes . - TS
ample Proportion . iy == E =

Inferences about two binomial proportions are usually phrased in terms of
their difference 7, — 1, and we use the difference in sample proportions @, —
as part of a confidence interval or statistical test. The sampling distribution for
#, — 4r, can be approximated by a normal distribution with mean and standard

error given by
Wiryy, = Ty — T2

and

T = \/771(1 - 7y n ma(l — 77'21

L iy

This approximation is appropriate, if we apply the same requirements to both
binomial populations that we applied in recommending a normal approximation o
a binomial (see Chapter 4). Thus, the normal approximation to the distribution of
#, — 4r, is appropriate if both nar; and sl — ;) are 5 or more for i = 1, 2. Since
a1 and 7, are not known, the validity of the approximation is made by examining
ngr and m(l — @y fori =1, 2.

Confidence intervals and statistical tests about m; — 7, are straightforward
and follow the format we used for comparisons using g, — . Interval estimation
is summarized here; it takes the usual form, point estimate = z (standard error).

EXAMPLE 10.6

,r A company test-markets a new product in the Grand Rapids, Michigan, and

Wichita, Kansas, metropolitan areas. The company’s advertising in the Grand
Rapids area is based almost entirely on television commercials. In Wichita, the
company spends a roughly equal dollar amount on a halanced mix of television,




560

Chapter 10 Categorical Data

Med.

Safety

- 10.53

Blood Pressare

Dietary Cholesterol High Low Total
High 159 91 250
Low 78 172 250

Total 237 263 500

a. Compute the difference in the estimated risk of having high blood pressure (#; — )
for the two groups (low versus high dietary cholesterol intake). ( .

b. Compute the estimated relative risk of having high blood pressure o
groups (low versus high dietary cholesterol intake).

¢. Compute the estimated odds ratio of having high bloed pressure for the two groups
(fow versus high dietary cholesterol intake).

d. Based on your results from (a)—(c), how do the two groups compare?

Refer to Exercise 10.52.

a. Is there a significant difference between the Jow and high dietary cholesterol intake
groups relative to their risk of having high blood pressure? Use « = .05

b. Place a 95% confidence interval on the odds ratio of having high blood pressurey
What can you conclude about the odds of having high blood pressure for the t
groups?

€. Are your conclusions in (a} and (b) consistent?

) for the two
kiyl

Jor Jow versus h
cholestrol winke
10.54 The article “Who Wants Airbags” in Charnce 18 (2005): 3-16 discusses whether air bags
should be mandatory equipment in all new antomobiles. Using data from the National Highway
Traffic Safety Administration (NHTSA), they obtain the following information about fatalities
and the usage of air bags and seat belts. All passenger cars sold in the U.S. starting in 1998 are
required to have air bags. NHTSA estimates that air bags have saved 10,000 lives as of Tanuary
2004. The authors examined accidents in which there was a harmful event (personal or prop-
erty), and from which at least one vehicle was towed. After some screening of the data, they
obtained the following results. (The authors detail in their article the types of screening of the
data that was done.)

igh

&

Air Bag Installed
Yes No Total
Killed 19,276 27,924 47,200
Survived 5,723,539 4,826,982 10,550,521
TFotal 5,742,815 4,854,906 10,597,721

a. Calculate the odds of being killed in a harmful event car accident for a vehicle with
and without air bags. Interpret the two odds.

b. Calculate the odds ratio of being killed in a harmful event car accident with and
without air bags. What does this ratio tell you about the importance of having air
bags in a vehicle?

¢. Is there significant evidence of a difference between vehicles with and without air
bags relative to the proportion of persons killed in a harmful event vehicle acci-
dent? Use &« = 05.

d. Place a 95% confidence interval on the odds ratio. Interpret this interval.

10.55 Refer to Exercise 10.54. The authors also collected information about accidents concerning
seat belt usage. The article compared fatality rates for occupants using seat belts properly with
those for occupants not using seat belts. The data are given here.
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the orchard. Thus, the Poisson distribution was suggested as a possible model. Based on the data
given here, does the Poisson distribution appear to be a plausible model for the concentration of
European red mites on apple trees?

Mites per Leaf 0 1 2 3 4 5 6 7
Frequency 233 127 57 33 30 w7 3

10.86 A sampie of 1,200 individuals arrested for driving under the influence of alcohol was
obtained from police records. The research recorded the gender, socioeconomic status (from
occupation information), and the number of previous alcohol-related arrests. These data are
shown here:

Socioecenomic Number of Previous
Status Alcohol-Related Arrests Male Feniale
0 110 130
Low 1 or more Q0 70
0 - 105 101
Medium 1 or more 95 99
0 90 80
High 1 or mare 110 120

Separately for each socioeconomic status group answer the following questions.

a. Is there significant evidence of a difference between males and females with
respect to the number of previous alcohol-related arrests?

b. Compute the odds of having a previous alcohol-related arrest for both males and

females. Interpret these values.

ompute the odds ratio of and place a 95% confidence interval

on the odds ratio. Interpret the interval.

d. Compare the results for the three sociceconomic statues.

10.87 Run the Mantel-Haenszel test for the above data and interpret your results

10.88 A study was conducted to determine the relationship between annual income and num-
ber of children per family. Compute percentages for each of the income categories; then run a chi-
square test of independence and draw conclusions. Use o = .10.

Number of
Annual Income

Region Children

per Family <$20,000 =%$20,000
East = Z children 38 67

=2 children 220 125
South = 2 children 25 78

>72 children 120 77
West = 2 children 36 66

=2 children 95 103

Separately for each region, answer the following questions.

a. Is there significant evidence of an association between annual income and number
of children? )
b. Compute the odds ratic of low versus high income and place a 95% confidence

interval on the odds ratio.
iNoie M\

hav {nj )
A children for //j
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residual standard
deviation

The estimate of o2 based on the sample data is the sum of squared residuals divided
by n — 2, the degrees of freedom. The estimated variance is often shown in computer
output as MS(Error) or MS(Residual). Recall that MS stands for “mean square” and
is always a sum of squares divided by the appropriate degrees of freedom:

SSE
&= S 9 SSResiduaty
€ n— 2 n—2

In the computer output for Example 11.3, SS(Residual) is shown to be 0.9498,

Just as we divide by 2 — 1 rather than by » in the ordinary sample variance 52
(in Chapter 3), we divide by n — 2 in 57, the estimated variance around the line. The
reduction from 7 to n — 2 occurs because in order to estimate the variability
around the regression line, we must first estimate the two parameters By and B4 to
obtain the estimated line. The effective sample size for estimating o2 is thus # — 2.
In our definition, s;" is undefined for n = 2, as it should be. Another argument is that
dividing by # — 2 makes s° an unbiased estimator of ol In the computer output of
Example 11.3, 7 — 2 = 10 — 2 = 8 is shown as DF (degrees of freedom) for RESTD-
UAL and s, = 0.1187 is shown as MS for RESIDUAL.

The square root s, of the sample variance is called the sample standard devi-
ation around the regression line, the standard error of estimate, or the residual
standard deviation. Because s, estimates o, the standard deviation of Vi O, esti-
mates the standard deviation of the population of y values associated with a given
value of the independent variable x. The output in Example 11.3 labels s, as S with
& = (1.344566.

Like any other standard deviation, the residual standard deviation may be in-
terpreted by the Empirical Rule. About 95% of the prediction errors will fali
within *2 standard deviations of the mean error; the mean error is always 0 in the
least-squares regression model. Therefore, a residual standard deviation of 0.345
means that about 95% of prediction errors will be less than +2(0.345) = +0.690.

The estimates f3;, &;, and $, are basic in regression analysis. They specify the
regression line and the probable degree of error associated with y values for a given
value of x. The next step is to use these sample estimates to make inferences about
the true parameters.

EXAMPLE 11.4

Forest scientists are concerned with the decline in forest growth throughout the
world. One aspect of this decline is the possible effect of emissions from coal-fired
power plants. The scientists in particular are interested in the pH level of the soil
and the resulting impact on tree growth retardation. The scientists study various
forests which are likely to be exposed to these emissions. They measure various
aspects of growth associated with trees in a specified region and the soil pH in the
same region. The forest scientists then want to determine impact on tree growth as
the soil becomes more acidic. An index of growth retardation is constructed from
the various measurements taken on the trees with a high value indicating greater
retardation in tree growth. A higher value of soil pH indicates a more acidic soil.
Twenty tree stands which are exposed to the power plant emissions are selected
for study. The values of the growth retardation index and average soil pH are
recorded in Table 11.3.
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EXAMPLE 11.7

FTestforHy: B, =0

Compute a 95% confidence interval for the slope 8; using the output from
Example 11.4. -

Solution In the output, £, = —7.859 and the estimated standard error of 3, is shown
in the column labelled SE Coef as 1.090. Because # is 20, there are 20 - 2 = 18 df for
error. The required table value for /2 = 05/2 = .025 is 2.101. The corresponding
coufidence interval for the true value of f3; is then

—7.859 + 2.101(1.090) or —10.149 to —5.569

The predicted decrease in growth retardation for a unit increase in soil pH ranges
from —10.149 to —5.569. The large width of this interval is mainly due to the small
sample size.

There is an alternative test, an F test, for the nuil hypothesis of no predictive
value. It was designed Lo test the null hypothesis that all predictors have no value
in predicting y. This test gives the same result as a two-sided 7 test of Hyg: S = 01in
simple linear regression; to say that all predictors have no value is to say that the
(only) slope is (. The F test is summarized next.

from the y mean : Fes
squared devxations of act'

Regq cci SSE

Virtually all computer packages calculate this F statistic. In Example 11.3, the
output shows F = 54.03 with a p-value given by 0.000 (in fact, p-value = .00008).
Again, the hypothesis of no predictive value can be rejected. It is always true for
simple linear regression problems that F = # in the example, 54.03 = (7.35) to
within round-off error. The F and two-sided ¢ tests are equivalent in simple linear
regression; they serve different purposes in multiple regression.

EXAMPLE 11.8

For the output of Example 11.4, reproduced here, use the F test for testing Hiy:
81 = 0. Show that > = F for this data set.

oy
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A Test for Lack of Fit
in Linear Regression

11.5 Examining Lack of Fit in Linear Regression =~ 603

independent variable. Then, if there are n; observations at the ith level of the inde-
pendent variable, the quantity

E@ij.— ¥
i

provides a measure of what we will call pure experimental error. This sum of
squares has r; — 1 degrees of freedom.

Similarly, for each of the other levels of x, we can compute a sum of squares
due to pure experimental error. The pooled sum of squares

e\p 2 (y‘; - yr

called the sum of squares for pure experimental error, has Z,(n; — 1) degrees of
freedom. With §$S1 . representing the remaining portion of SSE, we have

SSP exp SSLack :
- ) due to pure . due to lack
SSRestdnals) = . + .
SSE ) experimental to fit
error

SSE
If 85(Residuats) is based on n — 2 degrees of freedorn in the linear regress1on
model, then SSp will have df = n — 2 — 2, (1, —

Under the null hypothesis that our model is correct we can form independ-
ent estimates of 0' the model error variance, by dividing SSPey, and SSpaq by their
respective degrees of freedom; these estimates are called mean squares and are
denoted by MSP.y, and MSy ¢, respectively.

The test for lack of fit is summarized here.

. Ho Alinear regressmnm sappropnate _
" Hy:  Alinear regress1on model is not appropnate

. RR:

- -Conclusmn I[ the F test is. sxgmﬁcant thi ndlcates that the hnear regr B
T ' t mdlcates that fhere is msu ficient .«
. evxdence to suggest that the lmea 'egressmn model is mappropnate '
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EXAMPLE 11.11

Refer to the data of Example 11.10. Conduct a test for lack of fit of the linear
regressioin model.

Solution It is easy to show that the contributions to experimental error for the
differential levels of x are as given in Table 11.5.

TABLE 11.5

- Pure experimental
error calculation

Contribution to Pure
Experimental Error

Level of x Vi 2y =5 -1
20 o8l 2 2
40 79 42 2
60 38 30 2

Total 134 6

Summarizing these results, we have

SSPe, = 2 (y; — F = 134
i

The calculation of SSPey, can be obtained by using the One-Way ANOVA
command in a software package. Using the theory from Chapter 8, designate the
levels of the independent variable x as the levels of a treatment. The sum of
squares error from this output is the value of S8P.xp. This concept is illustrated
using the output from Minitab given here,

Note that the value of sum of square error from the ANOVA is exactly the value
that was computed above. Also, the degrees of freedom are given as 6, the same as

in our calculations. sse
"The output shown for Example 11.10 gives $§Restdual) = 894.5; hence, by
subtraction, SSE

SSrack = S5(Residual) — SSP.,, = 894.5 — 134 = 760.5

The sum of squares duc to pure experimental error has =;(1; — 1) = 6 degrees of
freedom; it therefore follows that with n = 9, §S;, has n — 2 — Zm— 1 =1
degree of freedom. We find that

SSP 34
MSP,,, = —2 = 7= = 2233
6 6
and
MS, o = SStee _ 760.5

1

Hi
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Case 2: Predicting x
Based on m y-Yalues

SSE

the sum of squared residuals,-SS‘(‘Rcsiﬂ-uﬁH-; 2(y; —

The solution to the second inverse prediction problem is summarized next.

Predicting the value of x corresponding to 100P% of the mean of m
. independent y values. For 0 = P = 1,

- Predictor of x: £ = Pym — By BO '
. 31
. _ ., 1 . .
. X"U. =X+ 1 .Czi(;c - x).%—-g}

R
¥ mE T Cz[(x_f.x)f__g’l

g a/2 2p2 ) 1 + -('i_ x) S B

and ym and 55 are the mean: and standard error respectlvely, of e
mdependent y -values. SRR :

Correlation

Once we have found the prediction line § = 8, + f,x, we need to measure how well
it predicts actual values. One way to do so is to look at the size of the residual stan-
dard deviation in the context of the problem. About 95% of the prediction errors will
be within *=2s,. For example, suppose we are trying to predict the yield of a chemical
process, where yields range from .50 to 94. If a regression model had a residual stan-
dard deviation of .01, we could predict most vields within +.02--fairly accurate in
context. However, if the residual standard deviation were .08, we could predict most
yields within =.16, which is not very impressive given that the yield range is only
94 — 50 = .44, This approach, though, requires that we know the context of the
study well; an alternative, more general approach is based on the idea of correlation.

Suppose that we compare the squared prediction error for two prediction
methods: one using the regression model, the other ignoring the model and always
predicting the mean y value. In the road resurfacing example of Section 11.2, if
we are given the mileage values x;, we could use the prediction equation
$; = 2.0 + 3.0x; to predict costs. The deviations of actual values from predicted
values, the residuals, measure prediction errors. These errors are summarized by
$, which is 44 for these
data. For comparison, if we were not given the x; values, the best squared error
predictor of y would be the mean value y = 14, and the sum of squared prediction
errors would, in this case, be Z;(y; — = SS({Total) = 224. The proportionate
reduction in error would be :

SS(Total) — $S(Resjdual) _
SS(Total) '}

224 T 44
22

= .804

SSE L
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11.7 Correlation 611
EY 30
2% =1095=% = 365 = >y =2065=F = 68.8333
i=1 =1

30
Sxx = E(xi o X)2
i=1

= (21~ 3657 + 2.3 =365+ -+ + (5.1 —3.65) = 17615

30
S_vy = 2(}’1 - ?)2
= (27 — 68.8333)* + (32 ~ 68.8333)* + - - - + (65— 68.8333)* = 6,066.1667
30
Sxy = E(xi o 'f)(y! - y)
i=1
= (2.1 — 3.65)27 — 68.8333)
+(2.3 — 3.65}32 — 68.8333) + - - - + (5.1 — 3.65)(65 — 68.8333) = 198.05

. 198.05
2 A(17.615)(6066.1667)

The correlation is indeed a positive number,

= (1L.606

Correlation and regression predictability are closely related. The proportion-
ate reduction in error for regression we defined earlier is called the coefficient of
determination. The coefficient of determination is simply the square of the corre-

lation coefficient, . -
o _ SS(Totalrs, SS¢REsidual) _ SST-SSE
T ss(Toal =7 ss5T

which is the proportionate reduction in error. In the resurfacing example, r,, =
896 and 2, = 803.

A correlation of zero indicates no predictive value in using the equation
y = By + Bix; that is, one can predict y as well without knowing x as one can
knowing x. A correlation of 1 or —1 indicates perfect predictability—a 100%
reduction in error attributable to knowledge of x. A correlation coefficient should
routinely be interpreted in terms of its squared value, the coefficient of determina-
tion. Thus, a correlation of —.3, say, indicates only a 9% reduction in squared
prediction error. Many books and most computer programs use the equation

= : on) SST = SSRejf-SSE

where

SS(Regression) = Z o — ¥F sse SST

Because the equation can be expressed as SSResidual) = (1 — @I)SS(?(-)’E&H, it

x explains a proportion rf,x of the total squared error of y.

[ R@j -~ Tollows thal SS${Regression) = rfxﬁ(—?), which again says that regression on

SST
.
S‘SR%‘F;,LTSST

EXAMPLE 11.14 ST SST ss keg

For the grasshopper data in Example 11.13, compute $8(Totak), SS{Regression),
and SSResidual). SS &

T Solution $${Fotat) = 5, which we computed to be 6,066.1667 in Example 11.13.

We also found that ry, = 0.606, so r7, = (0.606)* = 0.367236. Using the fact that

Regressi R ), we have

SS{Regresston) = (0.367236) (6,066.1667) = 2.227.7148.
ss
o3

£

Hs
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FIGURE 11.22

Samples of size 1,000 from the
bivariate normal distribution

S5 E =~ ST ~ Dgf?ej
From the equation $8tResiduaty—S8StTFotal—SS(Resression), we obtain
Sse S5(Residual} = 6,066.1667 — 2,227.7148 = 3,838.45

~Note that rﬁl = (.606)" = 0.37 indicales that a regression line predicting the
number of eggs as a linear function of the weight of the female grasshopper would
only explain about 37% of the variation in the number of eggs laid. This suggests
that weight of the female is not a good predictor of the number of eggs. An exam-
ination of the scatterplot in Figure 11.21 shows a strong relationship between x and
¥ but the refation is extremely nonlinear. A linear equation in x does not predict y
very well, but a nonlinear equation would provide an excellent fit.

What values of 7, indicate a “strong” relationship between y and x? Fig-
ure 11.22 displays 15 scatterplois obtained by randomly selecting 1,000 pairs (x;, ;)

Comelation = - 59 Comefation = -95 Correlation = —9
2"
¥ 0 \\ y y
-2 3 5,
— I [— T
-2 e} 2z -2 o 2 4
x x x
Correlation = .8 Correlation = -6 Correlation = .4

| T Y I |

Comelation = ()

Lo v 1 |

-3 -1o01l 23 -3

x

Correlation = 4 Correlation = .6 Correlation = _§

I
YOO S

T
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In the regression approach, past data on the relevant variables are used to de-
velop and evaluate a prediction equation. The variable that is being predicted by
this equation is the dependent variable. A variable that is being used to make the
prediction is an independent variable. In this chapter, we discuss regression meth-
ods involving a single independent variable. In Chapter 12, we extend these meth-
ods to multiple regression, the case of several independent variables.

A number of tasks can be accomplished in a regression study:

1. The data can be used to obtain a prediction equation.

2. The data can be used to estimate the amount of variability or uncer-
tainty around the equation.

3. The data can be used to identify unusual points far from the predicted
value, which may represent unusual probiems or opportunities.

4, Because the data are only a sample, inferences can be made about the
true {(population) values for the regression quantities.

5. The prediction equation can be used to predict a reasonable range of
values for future values of the dependent variable.

6. The data can be used to estimate the degree of correlation between de-
pendent and independent variables, a measure that indicates how strong
the relation is.

Key Formulas

1. Least-squares estimates of slope 4. Confidence interval for 3,

and_intercept R ]

BA B Sxy 181 * ra/Zss E;x
=
d Sex 5. Ftest for Hy: B = 0 {two-tailed)

an : MS R‘ej
By = v — B TS Fo MoRegigssion)
Bo=y— Bx MS8Residual) ~  MSE

where 6. Confidence interval for E(y,+1)

Sxy = E(xi - E)O’, - y)

and
S, = E (x; — % 7. Prediction interval for y,,+1
i ) 1 (., — 27
2. Estimate of o2 Ine1 E lap2S, \/1 + " + —HS‘—_
2 2y — A8 8. Test for lack of fit in linear regression
® n- 2 MS
. < TS.F= _— &
_ SStResidual. SSE MSP,,
n-2 ' where
3. Statistical test for 54 SSP
Hy P =0 (two-tailed) MSP.,, = =
Hy B1= o-taile Zi(ﬂsf 1
B |
TS.: =
s, 20y — 3)°
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11.10 Exercises
and $S E where
M-SLack = ‘ ) — SSPCXP $F = M
(n—2)— Zn,— D A= ,él
9. Prediction limits for x based on a and

single y value

: _ dan N 2 o, B3
i ad LB_BO g* 181 \/( P )(1 C) N Sxx
1
- 1 . - 11. Correlation coefficient
=X+ —x) +
ip=X R [ — %) + d] 5.
_ 1 _ o= 2k ‘B Pax
fL:,rJr?cz[(ﬁ—x)—d] o \/SS t Sy,
12. Coefficient of determination
where cST -
2 lapS: 2 _ SScTotal) — SS(Residual)
“ 7 B v SScFotal) S5 T
13. Confidence interval for p,,
s =2 ‘
d = a2 \/ ntlg @ X e B
B " Six 2 17 2o 4 1
10. Prediction interval for x based on o
m y-values 14. Statistical test for py,
1 Hy: pyx = 0 (two-tailed)
fy=%+ s — X +
rU X 1 — & [(x j g] T S t m
1 S e
B=xt o alE -3 gl TNVL- A,

Exercises

Estimating Model Parameters
11.1  Plot the data shown here in a scatter diagram and sketch a line through the points.

x ! 5 Hy; 15 20 25 30

yJ14 28 43 62 719 87

Use the equationy = 2.3 + 1.8x to answer the following questions.

a. Predict y for x = 6.
b. Plot the equation on a graph with the horizontal axis scaled from 0 to 8 and the verti-

cal axis scaled from 0 to 18.

Use the data given here to answer the following questions,

x ’ 7 12 14 22 27 33

y i 14 28 43 62 79 87

a. Plot the data values in a scatter diagram.
b. Determine the least-squares prediction equation.
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11.10  In the IMP output of Exercise 1.9, the residual standard deviation is called “Root Mean
Square Error.” Locate and interpret this number.

11.11 In the preceding exercises, why can the residual standard deviation for the transformed
data be compared to the residual standard deviation for the original data?

11.12 A manufacturer of cases.for sound equipment requires drilling holes for metal screws.
The drill bits wear out and must be replaced; there is expense not only in the cost of the bits but
also for lost preduction. Engineers varied the rotation speed of the drill and measured the life-
time y (thousands of holes drilled) of four bits at each of five speeds x. The data were:

X 60 60 60 60 80 80 80 80 100 100
¥ 4.6 3.8 49 45 4.7 5.8 55 5.4 5.0 45

: 100 100 120 120 120 120 140 140 140 140
¥ 32 438 41 45 4.0 38 3.6 3.0 35 3.4

a. Create a scatterplot of the data. Does there appear to be a relation? Does it appear
to be linear?
b. Is there any evident outlier? If so, does it have high influence?

11.13 The data of Exercise 11.12 were analyzed vielding the following output.

a. Find the least-squares estimates of the slope and intercept in the output.

b. What does the sign of the slope indicate about the relation between the speed of the
drill and bit lifetime?

€. Locate the residual standard deviation. What does this value indicate about the fit-
ted regression line?

11.14 Refer to the data of Exercise 11.12.
a. Use the regression line of Exercise 11.13 to calculate predicied values for x = 60, 80,

b. For which x values are most of the actual y values larger than the predicted values?
For which x values are most of the actual y values smaller than the predicted values?
What does this pattern indicate about whether there is a linear relation between
drill speed and the lifetime of the drill?

¢. Suggest a transformation of the data to obtain a linear relation between lifetime of
the drill and the transformed values of the drill speed. .
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Cloud Time, x (in minutes) Biological Recovery (%)
11 50 7.9
12 35 7.7
13 60 7.7

11.22 Refer to Exercise 11.21. .
a. Fitthelinearregressionmodely = B, + Bix + & whereyis the log biclogical
recovery.
b. Compute an estimate of or,.
. Identify the standard errors of B and £ .

11.23 Refer to Exercise 11.21. Conduct a test of the null hypothesis that §; = 0. Use a = .05.

11.24 Refer to Exercise 11.21. Place a 95% confidence interval on By, the mean log biologi-
cal recovery percentage at time zero. Interpret your findings. {(Note: E(y) = Bo when x = 0.)

11.25 Athletes are constantly seeking measures of the degree of their cardiovascular fitness
prior to a major race. Athletes want to know when their training is at a level which will produce a
peak performance. One such measure of fitness is the time to exhaustion from running on a
treadmill at a specified angle and speed. The important question is then “Does this measure of
cardiovascular fitness translate into performance in a 10-km running race?” Twenty experienced
distance runners who professed to be at top condition were evaluated on the treadmill and then
had their times recorded in & 10-km race. The data are given here. 3 8 . 7

Treadmill Time {minutes) 75 78 7.9 81 83 87
10-km Time (minutes) 435 452 449 411 438 d44

89 92 94 98

431 418 437

Treadmill Time (minutes) 101 103 105 107 108 109 112 115 117 118
10-km Time (minutes) 395 382 439 371 377 392 357 372 348 385

Mindtab: Oiitput




630

Chapter 11 Linear Regression and Correlation

Scatterplot of 10-kmTime versus TreadTime

450
42.5
<53
£
S 40.0
2
=
37.5 4
L]
350 T T T f
7 8 9 10 13 12
TreadTime
a. Refer to the output. Does a linear model seem appropriate?
. From the output, obtain the estimated linear regression model 7 = f, +@)
11.26 Refer to the output of Exercise 11.25, A :ﬁ
a. Estimate o2 ﬂl *

b. Identify the standard error of ;.

c. Place a 95% confidence interval on 3. :

d. Test the hypothesis that there is a linear relationship between the amount of
time needed to run a 10 km race and the time to exhaustion on a treadmill.
Use o = 05.

11.27 The focal point of an agricultural research study was the relationship between when a
crop is planted and the amounl of crop harvested. If a crop is planted too early or too late farm-
ers may fail io obtain optimal yield and hence not make a profit. An ideal date for planting is
set by the researchers, and the farmers then record the number of days either befere or after
the designated date. In the following data set, I} is the deviation {in days) from the ideal plant-
ing date and Y is the yield (in bushels per acre) of a wheat crop:

<o <2

—11 —10 -9 -8 =7 -6 -4 -3 -1 0
43.8 44.0 44.8 474 48.1 46.8 49.9 46.9 46.4 53.5

1 3 & ] 12 13 i5 16 18 19
55.0 46.9 44.1 50.2 41.0 42.8 36.5 358 322 333

a. Plot the above data. Does a linear relation appear to exist between vield and devia-
tion from ideal planting date?

b. Plot yield versus absolute deviation from ideal planting date. Does a linear relation
seern more appropriate in this plot than the plot in (a)?

11.28 Refer to Exercise 11.27. The following computer output compares yield to the absolute
deviation from the ideal planting date.
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The ;:eg'ré_ss'ion equatien: iy, -
Yvield = 52.8 - 0.983 AbsDevId

_P_re'ai_ct_;_o_r' . - Coetf .
Constant - - 52,819
KbsDevideal - -0.983

8.572:69935 . R=Sg.s

f %

a. From the output, obtain the estimated linear regression model ¢ = £, +(5,.

b. Estimate o2

¢. Tdentify the standard error of §,.

d. Place a 93% confidence interval on 8.

€. Test the hypothesis that there is a linear relationship between yield per acre and the
absolute deviation from the ideal planting date. Use o« = .05.

11.29 Refer to Exercise 11.27.
a. Tor this study, would it make sense to give any physical interpretation to Bp?
b. Place a 95% confidence interval on Bp and give an interpretation to the interval rel-
ative to this particular study.
¢. The output in Exercise 11.28 provides a test of the hypotheses Hy: 8, = 0 versus
H,: By # 0. Does this test have any practical importance in this particular study?

11.30 A firm that prints automobile bumper stickers conducts a study to investigate the refa-
tion between the direct cost of producing an order of bumper stickers and the number of stickers
(thousands of stickers) in a particular order. The data are given here along with the relevant
output from Minitab.

RunSize 26 5.0 10.0 20 8 4.0 2.5 & 0.8 1.0
TOTCOST 230 341 629 187 159 327 206 124 155 147

RunSize 20 30 4 5 5.0 20.0 5.0 2.0 1.0 15
TOTCOST 209 247 135 125 366 1146 339 208 150 179

RunSize 5 1.0 1.0 6 2.0 i5 3.0 6.5 2.2 1.0
TOTCOST 128 155 143 131 219 i71 258 ¢ 415 226 159
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TotalCost: SR it Résidual.

230,0p 2 L2.24 =476
©321.00 ¢ 2,530 ' -18,37

4.6% 10,047 .
2.30, 0 -16.610 )
2.57 . 17.69 .
EEEE S LB E 5T
I LR e Wt S
283 26937 T
2057 13569

a. Examine the plot of the data. Do you detect any difficulties with using a linear re-
gression model? Can you find any blatant violations of the regression assumptions?

b. Write the estimated regression line as given in the output.

¢. Locate the residual standard deviation in the output.

d. Construct a 95% confidence interval for the true slope.

€. What are the interpretations of the intercept and slope in this study?

11.31 Refer to the output in Exercise 11.30.
&. Test the hypothesis Hy: 8y = 0 using a r-test with « = .05,
b. Locate the p-value for this test. Is the p-value one-tailed or two-tailed? If necessary,
calculate the p-value for the appropriate number of tails.

11.32 Refer to the output in Exercise 11.30.
a. Locate the value of the F statistic and the associated p-value.
b. How do the p-values for this F statistic and the ¢ test of Exercise 11.31 compare?
Why should this relation hold?

Predicting Mew y Values Using Regression
11.33 Refer to Exercise 11.21. Using the least-squares line obtained in Exercise 11.21
L A
= Bo (—" ) X
estimate the mean log biological recovery percentage at 30 minutes using a 95% confidence
interval.

11.34 Use the data from Exercise 11.21 to answer the following questions.
a. Construct a 95% prediction interval for the log biological recovery percentage at
30 minutes.
b. Compare your results to the confidence interval on E(y) from Exercise 11.33.
¢. Explain the different interpretation for the two intervals.

T
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Which, if any, of the six correlations are significantly different from 0 at the

a.
/ b, Are +h ccrre,{d‘“’“s \ 5% level?

i

.c,un )Q ﬁeww M ‘!wa

fFM-i' @, wn cagwer thes //

fues toons

v

batween Verbal anll MO“H”‘

sCores ;\ijl‘bf for Mﬁ.ltS “Kl.59 Refer to Exercise 11.58.
\ Hun For Temles‘ Use the

b. Do the plots reflect the size of the correlations between the four variables?
€. Are male verbal scores more correlated with male or female math scores?

a. Place a 95% confidence interval on the six correlations.

from

¢, #. Are your answers to part{ (b) ameey different from your answer to part (c) in
Exercise 11.58?

L

Supplementary Exercises

11.60 A construction science class project was to compare the daily gas consumption of 20 homes
with a new form of insulation to 20 similar homes with standard insufation. They set up instru-
ments to record the temperature both inside and outside of the homes over a six-month period of
time (October—March). The average differences in these values are given below, They also obtained
the average daily gas consumption (in kilowatt hours). All the homes were heated with gas. The
data are given here:

Data for Homes with Standard Form of Insulation:

TempDiff(°F) 203 2007 209 228 231 248 239 201 270 272
GasConsumption(dkWh) 703 707 729 776 793 8.5 906 99 945 927

TempDifi(°F) 298 302 306 318 332 334 342 351 362 3635
GasConsumption(kWh) 1048 1032 912 896 1162 1169 1051 1061 117.8 1203

Data for Homes with New Form of Insulation:

TempDiff(°F}) 201 211 219 226 234 242 249 251 260 272
GasConsumption(kWh) 653 663 678 732 753 811 822 87 909 8§74

FempDiff(°F) 288 292 306 308 320 324 348 l35.9 3680 365
GasConsumptiontkWh) 949 939 871 842 106.6 1113 1009 1019 1101 1191

fids
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eﬁﬂww}f""&

}S;-Reéia',-'”
R4ER L
=1.33 X oo

LR Fit- SE Fit Redidu
110:000 104.820..70.837 -
--203.000 -104:452 1-.1.982 . 1.

an'ébservation with 'a large standaidizsd residuzl.’- -
an: ghservation whose X valué-givées ‘it l&rge in luence.’

a. Provide an estimate for the mean systolic blood pressure for an infant of age 4 days
weighing 3 kg.

b. Provide a 95% confidence interval for the mean systolic blood pressure for an infant
of age 4 days weighing 3 kg.

12.34 Refer to Exercise 12.33 and the accompanying Minitab output.
a. Provide an estimate for the mean systolic blood pressure for an infant of age 8 days
weighing 5 kg.
b. Provide a 95% confidence interval for the mean systolic blood pressure for an infant
of age 8 days weighing 5 kg.
12.35 The following artificial data are designed to illusirate the effect of correlated and uncor-
related{independent)variables:

¥ 17 21 26 22 27 25 28 34 29 37 38 38

(R s D
W M
E-NUA RN )
R
o= I
Lo W
o W W
LRSSV

x: 1 1 1 1
w: 1 2 3 4
vi 1 1 2 2

Here is relevant Minitab outpui:

Locate the 95% prediction interval. Explain why Minitab gave the “very: extreme X values”
warning.

il




12.12 Exercises 753

12.9 Some Multiple Regression Theory (Optional)

12.46 Suppose that we have 10 observations on the response variable, v, and two explanatory
variables, x; and x;, which are given below in matrix form.

25 F1 17 1087

;é 1 63 94

1 62 7.2

5 163 e

1 105 94

Y= ig X=11 12 s4

1 1 13 36

35 i 57 105

i 42 82

: 21

de{c{—ﬂ /},_\ L1 6.1 7.2

a. Compute X'X, X'X)" " and X'Y,

b._Compute the [east squares estimators of the prediction equation P = f; + fix; + Bx,
12.47 Using the data given in Exercis @ dispiay the X matrix for the following two predic-
tion models: .

a. § =Byt Bix + foxy + i,

b. 5 = By + Buxy + Boxy + Baxix; + B + fisx
12.48 Refer to Exercise 12.10. Display the ¥ and X matrices for the following two prediction
models:

12.%6

L+ G, AGE + £, Weight
+ B, AGE + §, Weight + £, AGE® + 3, Weight® + f; AGE - Weight

Supplementary Exercises

Bus. 12.49 One of the functions of bank branch offices is to arrange profitable loans to small busi-
nesses and individuals. As part of a study of the effectiveness of branch managers, a bank col-
lected data from a sample of branches on current total loan volumes {the dependent variable), the
total deposits beld in accounts opened at that branch, the number of such accounts, the average
number of daily transactions, and the number of employees at the branch. Correlations and a
scatterplot matrix are shown in the figure.

a. Which independent variable is the best predictor of loan volume?
b. Is there a substantial collinearity problem? '
c. Do any points seem extremely influential?
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- in greater detail in Applied Linear Regression Models by Kutner, Nachtsheim, and
Neter (2004). The BP procedure involves the following steps:

Step 1: Fit the regression model, Yi=Bot Bixy+ Boxy - 4 By + s,
to the data and obtain the residuals, e;s and the sum of sguared
residuals, SS{Residuals). :

Step 2: Regress e/ on the explanatory variables: Fit the model
& = By + Buxy + By + -+ Bix + 1; and obtain
SS(Regression)*, the regression sum of squares from fitting
the model with ¢/ as the response variable.

Step 3: Compute the BP statistic:

_ SS(Regression)#/2
(SS(Residuals)/n)’
where SS (Regression)* is the regression sum of squares from fit-
ting the model with ¢ as the respouse variable and SS(Residuals)
is the sum of square residuals from fitting the regression model LK
with y as the response variable. o )
Step 4: Reject the null hypothesis of homogeneous variance if BP > m

the uppet centile from a squared distribution with degréesrof'
freedo K. :
Note: The residuals referred to in the BP procedure are the unstandardized residuals:

&= ¥ — ju

Warning: The Breusch-Pagan test should only be used after it has been confirmed
that the residuals have a normal distribution.

EXAMPLE 13.15

Refer to the data of Example 13.14, where the residual plots seemed to indicate a
violation of the constant variance condition. Apply the Breusch-Pagan test to this
data set and determine if there is significant evidence of nonconstant variance.

Solution We will discuss methods for detecting whether or not the residuals ap-
pear to have a normal distribution at the end of this section. After that discussion,
we will demonstrate in Example 13.17 that the residuals from the data in Exam-
ple 13.14 appear to have a normal distribution, Thus, we can validly proceed to
apply the BP test. Minitab output is given here.

]
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549 —

*er

weighted least squares

=599

From the first analysis of variance table /We obtain SS(Residual) = 715,958 and
from the second analysis of variance/ table we obtain SS(Regression)* =
12,341,737,513. We then compute

SS{Regression)*/2 12,34]j,737,513/ 2.
(SS(Residuals)/n)y? (715[,958/30}2

: ' :@ecause BP = 1083 >
and conclude that there is sig-

What are the consequences of having a nonconstant variance problem in a re-
gression model? First, if the variance about the regression line is not constant, the
least-squares estimates may not be as accurate as possible. A technique called
weighted least squares [see Draper and Smith.(1997)] will give more accuracy. Per-
haps more important, however, the weighted least-squares technique improves the

BP = = 10.83

‘The eritical chi-squared value iy} 4.1

statistical tests (¥ and 1 tests) on model parameters and the interval estimates for

parameter because they are, in general, based on smaller standard errors.

The more serious pitfall involved with inferences in the presence of noncon-
stant variance seems to be for estimates E(y) and predictions of y. For these infer-
ences, the point estimate y is sound but the width of the interval may be too large
or too small depending on whether we're predicting in a low or high variance sec-

tion of the experimental region.

The best remedy for nonconstant variance is to use weighted least squares.
We will not cover this technique in the text. However, when the nonconstant vari-
ance possesses a pattern related to y, a reexpression (transformation) of y may re-
solve the problem. Several transformations for y were discussed in Chapter 11;
ones that help to stabilize the variance when there is a pattern to the nonconstant
variance were discussed in Chapter 8 for the analysis of variance. They can also be
applied in certain regression situations. _

An excellent discussion of transformations is given in the book Introduction to
Regression Modeling by Abraham and Ledolter (2006). A special class of transfor-
mations is called the Box—Cox transformations. The general form of the Box—Cox
transformation is

g = (i = /A
where A Is a constant to be determined from the data. From the form of g(y;) we
can observe the following special cases:

® If A = 1, then no transformation is needed. The original data should be
modeled.

® If A = 2, then the Box— Cox transformation is the square of the original
response variable and y? should be modeled.

@ If A = —1, then the Box—Cox transformation is the reciprocal of the orig-
inal response variable and 1/y; should be modeled.

e If A = 1/2, then the Box—Cox transformation is the reciprocal of the
original response variable and V/y; should be modeled.

¢ If A = 0, then in the limit as A converges to 0, the Box—Cox transformation

1s the natural logarithm of the original response variable and log(y;) should _

be modeled.
® If A = —1/2, then the Box—Cox transformation is the reciprocal of ihe
square root of the original response variable and 1/V/y, should be Inodﬁl‘“v“jl

il §
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with the brightness of finished paper. The article, “Advantages of CE-HDP bleaching for high
brightness kraft pulp production,” Tappi 47 (1964): 170A~175A, contains the following data on
the variables: y = brightness of finished paper, x; = hydrogen peroxide (% by weight), x; =
sodium hydroxide (% by weight), x = silicate (% by weight), x4 = process temperature {in °F).
There were 31 runs in the study.

Run Xy X3 X3 X4 ¥ Run X1 X2 x3 X3 y
1 2 2 13 145 83.9 17 1 3 2.5 160 829
2 4 2 1.5 145 84.9 18 ] 3 25 160 85.5
3 2 4 1.5 145 834 19 3 | 2.5 160 852
4 4 4 35 145 84.2 20 3 5 2.5 160 845
5 2 2 35 145 838 21 3 3 2.5 160 84.7
6 4 2 35 145 847 22 3 3 25 160 85.0
7 2 4 3.5 145 840 23 3 3 2.5 160 849
8 4 4 15 175 84.8 24 3 3 25 160 84.0
9 2 2 L5 175 84.5 25 3 3 2.5 160 84.5
10 4 2 1.5 175 86.0 26 3 3 2.5 160 847
11 2 4 1.5 175 82.6 27 3 3 25 160 84.6
12 4 4 3.5 175 85.1 28 3 3 25 160 84.9
13 2 2 35 175 84.5 29 3 3 25 160 84.9
14 4 2 35 175 86.0 30 3 3 25 160 84.5
15 2 4 35 175 84.0 3 3 3 2.5 160 840
16 4 4 3.5 175 854

a. Use scatterplots and VIF to determine if there is evidence of collinearity in the

explanatory variables.

b. This was a designed experiment with non-random explanatory variables. Was it really
necessary to investigate collinearity in this type of study?

€. Use a variable selection procedure with maximum R? as the criterion to formulate
amodel.

d. Use a variable selection procedure with maximum Rz’dj as the criterion to formulate
a model.

€. Compare the results of parts (c) and {d).

<

13.7 Refer to Exercise 13.6. Include the square of each of the explanatory variables and all

R:L
PaKimu 0d}

13.3
Ag.

crossproduct terms in your model selection procedure.
9 Use a variable selection procedure with maxis the criterion to formulate
a model.
b. Use a variable selection procedure C, as the criterion to formulate a model.
—~ €. Use a variable selection procedire Wit@tatistic as the criterion to
formulate a model.
d. Compare the included terms from the models formulated with the three criteria

in (a)-(c}.

Formulating the Mode! (Step 2)

13.8 The cotton aphid is pale to dark green in cool seasons and vellow in hot, dry summers.
Generally distributed throughout temperate, subtropic, and tropic zones, the cotton aphid occurs
in all cotton-producing areas of the world. These insects congregate on [ower leaf surfaces and on
terminal buds, extracting plant sap. If weather is cool during the spring, populations of natural

. enemies will be slow in building up and heavy infestations of aphids may result. When this occurs,

leaves begin to curl and pucker; seedling plants become stunted and may die. Most aphid damage
is of this type. If honeydew resulting from late season aphid infestations falls onto open cotton, it
can act as a growing medium for sooty mold. Cotton stained by this black fungus is reduced in
quality and brings a low price for the grower. Entomologists studied the aphids to determine
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Bus.

Bus.

b. Using your results from part (a), obtain separate prediction equations for varieties
Hallertau and Saaz.

¢. Interpret the values of the coefficients {3s) in the model.
d. Using your prediction equations in part (b}, estimate the mean aipha acid percent-
age when the aimospheric conditions are a mean temperature of 19°C and a mean
sunshine of 6.5. How different are the two estimates?

e. Place 95% confidence intervals on your estimates.

13.20

Refer to Exercise 13.17.

a. Using the model fit in part (a) of Exercise is there significant evidence
(e = .05) that the mean sunshine partial slope coefficients are-¢h
b. Using the model fit in part (a) of Exercise ;

(@ = .05) that the mean temperature partial slope coefficients are different?

- 13,19

c. Interpret the values of the coefficients {8s) in the model.

fent?
fere significant evidence

13.21 A supermarket chain analyzed data on sales of a pariicular brand of snack cracker at
104 stores in the chain for a certain 1-week period. The analyst tried to predict sales based on the
total saies of all brands in the snack cracker category, the price charged for the particular brand
"in question, and whether or not there was a promation for a competing brand at a given store
(promotion = 1 if there was such a prometion, 0if nat). (There were po promotions for the brand

in question.) A portion of the JMP multiple regression output is shown in the figure.

a. Interpret the coefficient of the promotion variable.

b. Should a promotion by a competing product increase or decrease sales of the brand
in question? According to the coefficient, does it?

c. Is the coefficient significantly different from ¢ at usval « values?

Regponse: Sales

RSguare 0.434158
RSquare Adj 0.417182
Root Mean Square Error 17.9913
Mean of Response 356.7692 |

| Observations (or Sum Wgts)

104

Whole-Madel Test ) ¥l

Parameter Estimates

Term Estimate
Intercept 129,85375
Price 44.849952

Category sales 0.1214871

Promotion by other? —19.95364

std Brror t Ratio Prob> Tt

80.66628
39.93534
0.018249
3.702304

1.61
1.12
£.66
-5.3%

0.1106
0.2641
0.0000
0.0000

Sales Predicted

Analysis of Variance
Source DF Sum of Squares Mean Square T Ratio
Model 3 24835.761 8278.59  25.5752
Error 100 32368.701 323.6%  Prob>F
C Total 102 57204 .462 00000
440
u °
30 . T
L] - ” L ..
20 e
10 . .. LA -
e e
.
3 oqre e
H_q0- L S |
i 10 L L .
20 w-e =
—30- . = = .
—407
=50 T T T T T T T T 1T
290 310 330 350 370 390

13.22 In the previous question, how accurately can sales be predicted for one particular week,

with 95% confidence?

13.23 An additional regression mode] for the snack cracker data is run, incorporating products
of the prometion variable with price and with category sales. The output for this model is given in
the figure. What effect do the product term coefficients have in predicting sales when there isa
promotion by a competing brand? In particular, do these coefficients affect the intercept of the

model or the slopes?

13.19
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VAT IANCE
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Use the model you selected in Exergise 13.77, to answer the following questions.
a. Do the residuals appear to haveja normal distribution? Justify your answer.
b, Does the condition of constant¥appear to be satisfied? Justify your answer.
€. Obtain the Box—Cox transformation of this data set.

Use the model you selected in Exercise 13.77, to answer the following questions.
a. Do any of the data points appear to have high influence? Leverage? Justify your
answer.

b. If you identified any high leverage or high influence points in part (a), compare the

estimated models with and without these points.
c. What is your final model describing sulfur dioxide air pollution?
d. Display any other explanatory variables which may improve the fit of your model.

Use the model you selected in Exercise 13.79 to answer the following questions.
a. Estimate the average level of sulfur dioxide content of the air in a city having the
following values for the six explanatory variables:
=60 x=150 x3=600 x =10 x5=40 xs=100

b. Place a 95% confidence interval on your estimated sulfur dioxide level.
¢. List any major limitations in your estimation of this mean.

TF
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TABLE 14.3

. . Seurce hh) df MS F
Analysis of variance
table for a completely  reatments SST t-1 MST = SST/(t—1)  MST/MSE
randomized design g SSE N—t  MSE=SSE/(N 1
Total TSS N-1

Recall from Chapter 8 that we sumimarized this information in an analysis of vari-
ance (AOV) table, as represented in Table 143, with N = ;.
unbiased estimates When Hy: 711 =--=1,=0 is true, both MST and MSE are unbiased
estimates of o-ez, the variance of the experimental error. That is, when Hy is true,
both MST and MSE have a mean value in repeated sampling, called the expected
expected mean squares  mean squares, equal to 2. We express these terms as

EMST) = ¢! ‘and FE(MSE) = o
Thas, we would expect F = MST/MSE to be near 1 when [y is true. When H, is

true and there is a difference in the treatment means, the mean of MSE is still an
unbiased estimate of o2,

E(MSE) = o

However, MST is no longer unbiased for o2 In fact, the expected mean square for
treatments can be shown to be

P A CEMST) = o2 + ny

P o
R ) When H, s true, some of the 7}s are not zero, and f7is
| e fe ,C.:% Mﬁve. Thus, M tend to overestimate o- . Hence, under H,, the ratic
= "#‘i ¢ Yy F = MST/MSE will tend to be greater than 1, and we will reject Hy in the upper
T ot e tail of the distribution of F.

In particular, for selected values of the probability of Type I error a, we will
reject Hy: 1= --- =1, = 0 if the computed value of F exceeds Fu, 1w, the
critical value of Ffound in Table 8 in the Appendix with Type I error probability, «
df; =t~ 1, and df; = N - ¢. Note that df; and df; correspond to the degrees of
freedom for MST and MSE, respectively, in the AOV table.

The completely randomized design has several advantages and disadvantages
when used as an experimental design for comparing { treatment means.

Advantages and Advantages & S
. § :
Com :Z[ts:;v ;::Zg: r:i:e: The desugn iy extremely easy to construct
P Design _ 2. ' nalyze even though the sample sizes

mrght_not"be-the sanre for €ach tréatment.
3. __The deeugn can be used for any number of treatments.

Dlsadvantages _

1. Although the completely raudomrzed design can be used for
. Any 1 nurnber of treatments, it is best surted for situations in
whrch thefe are relatrvely few. treatments

i h treatments are applied must
L& Any extraneous sources of
varlablhty will tend to inflate the error term, making it more
difficult to-detect differences among the treatment means.

)
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Exercises

Randomized Complete Block Design /

15.1 A horticulturist is designing a study to investigale the effectiveness of five methods for
the irrigation of blueberry shrubs. The methods are surfacet trickle, center pévot, lateral move,
and subirrigation. There are 10 blueberry farms available fof the study representing a wide vari-
ety of types of soil, terrains, and wind gradients. The horticulturist wants to use each of the five
methods of irrigation on all 10 farms to moderate the effectdf the many extrancous sources of
variafion that may impact the blueberry yieEd;;._{_Each farm is divided into fivgyand-the response
variable will be the weight of the harvested fruit from each of the plots of blueberry shrubs.
a. Show the details of how you would randomly assign the five methods of irrigation to
the plots.
b. How many different arrangements of the five methods of irrigation are possible in
each of the farms?
¢. How many different arrangements are possible for the whole study of 10 farms?

15.2 Refer to Exercise 15.1. The study was conducted and the vields in pounds of blucberries
over a growing season are given here along with the Minitab output for the analysis.

Methed of Irrigation
Farm Surface  Trickle Center Point Eateral  Subirrigation  Farm Mean
1 597 248 391 423 350 401.9
2 636 382 434 461 370 436.6
3 591 348 492 304 460 478.9
4 603 366 468 380 452 493.9
5 649 258 457 . 449 343 430.9
6 512 321 406 464 340 408.7
7 588 423 466 550 327 470.8
8 689 406 502 526 378 500.0
9 690 400 559 469 419 507.3
i0 608 380 469 350 458 493.2

Method Mean 616.3 3532 464.3 497.6 389.6 . 4042
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15.4
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PRED

Factorial Treatment Structure in a Randomized Complete Block Design

15.12 A researcher decides to design an experiment consisting of 3 replications of a treatment
structure created by combining the 4 levels of factor A with 5 levels of factor B. The experimenter
is concerned about the heterogeneity in th ¢xperimental units and hence decides to block the
experimental units into 3 groups.
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Source DF Typé II 88 Mean Scfuare F Value Pr > F
XI (AGE) 1 165.91710293 } 188.8171093 4.27  0.0423
X2 {01} 1 554.5945725 554.5949725 12.55  0.0007
X3 {C2) 1 170.5036575  170.5038575 3.86  0.0533
X4 {03} 1 31.7644655 31.7644655 0.72  0.3993
X5 (X1%X2} 1 2.3592730 2.3592730 0.05 0.8179
X6 (X1*X3) 1 13.4041339 13.4041339 0.30  0.5835
X7 (X1*X4) 1 69.8470840 69.8470840 1.58  0.2127
Standard
- Parameter Estimate Error t Value Prs> |rf
Intercepkt 34.70618792 5.34237764 6.50 <.0001
) XI (AGE) 0.35901225 0.17365438 2.07 0.0423
(Cl) -23.90173188 6.74587910 -3.54 9.0007
X3 {C2} "-12.60815010° 6.41775371 -1.96 0.0533
X4 {C3) ~6.14139936- 724258684 -0.85 0.3993
K5 {X1+4X2) © 0.05050567 . 0.21854869 0.23 0.8179
X6 (X1+X2) 20411399476 0.20694867- -0.55. 0.5835
X7 {X1xX3) ~0.29938948 - 0.23810008 -1.26 0.2127
_I[ "/ MODEL {[IIY'SAME SLOPZS BUT TREATMENT DIFFERENCES
The GLK :Précedur_e' i ) '
" Deperident Variable: ¥ VSKILL,
Lo . sum.of
. Source DF . Square:s ';_Mean:' Square F value Pr > F
Model 4 6201.828754 :1550.457189 . 35.06 © <.0001
Error ©75 -3316.828121 44.224375
- Corrected Total 79 9518.656875
‘Soures ) DF. Type ITI1.88  ° Mean Sguare - F Value Pr > F
(XTI (AGE) : Lt 688.689379 688.689379 15.57 . 3.0002
(Ci) S X2 See o000 it 5056, 080561 5056, 080561 114.33  <.000L
IERCRY L © L1 2542.485319 2542485319 57.4%  <.0001
T & S fach) i 21837510378, - 2i83.510378 . 49.37 <.0001
. e : ‘Standard
o Parameter’ | 0 ¢ Estimate . - Brrar -t Value pr> lt|
Intercept . .. 37.19688646 . -  -2.53835518 ©  14.65 <.0001
XI - (AGE} T D.27472465 © © 0.06861724 3.95 0.0002
x2-(c1y -22.49016521 ~ ' 2.10337402° - -10.89 <.0001
‘X3 (ezy -15.95148404 2:10378i61 . -7.58 <. 0001
x4 {E3) © . -14.78401158 . 2.10399893 -7.03 <-0001
MODEL IIT: SAME SLOPEZS AND NO TREATMENT DIFFERENCES
"The: GLM' Procedure R )
. Dependent Variable: ¥ VSKILL .
. o . . ) Sum. of
Soq_.f:ce - . ‘DF R s,q-uaq:‘es‘ _Mean‘ Scuare F Value P >F
Model 1 783.871687 - 793.871687 7.10 0.00%4
Error : 78 . 8724,785188 111.856220
Corrected Total 78 79518656875 ’
Source " . DF- Type IIT 88 Mean Square- F Value Pr » F
XI {BGE) 1 793.8716867 793.8716867 7.10 0.00%4
‘Parameter Estimate Error  t Value Pr> |t}
Intercept 2330979334 3.41463015 6.83 . <.0001
XI (AGE) 0.29478263 0.11065137 2.66 0.0094 - :
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TABLE 17.15
AQOV table for
Example 17.3 experiment

_ssh- SSL

/
/

~1.56-715¢

A-Effects Models

SSL = > 6(v; — ¥.)" =[6{(11.3 — 10474 (10.1 — 10.47° + (9.8 ~ 10.4)%)
i

=756
SSAL = 3 2y, — y.% 2((10.9 — J0.4) + (10.15 - 10.4)" + (9.85 — 10.4)°
if
4+ (1055 — 10471 164
SSE = TSS ~ SSA — SSL — SSAL = 12.00 — 1.56 — 7.56 — 1.64 = 1.24

Qur results are summarized in an analysis of variance table in Table 17.15.

Source Ss df - MS EMS
Assay 1.56 2 78 of + 207 + 6ot
Lab 7.56 2 378 or + 2oty + 60}
Assay*Lab 1.64 4 41 or + 207
Error 1.24 9 1378 ol

Total - $2.00 17

We can proceed with appropriate statistical tests, using the results presented
in the AOYV table. For the AL interaction we have

Hﬂ: O',_,.B ={}
H,: a'_fB >0
MSAL A1
T.S.: F= = e =
5 MSE 1378 o8

R.R.: For a = .05, we will reject H if F exceeds 3.63, the critical
value for Fwith o = 05, df; = 4, and df; = 9.
Conclusion: There is insufficient evidence to reject Hy. There does not
appear to be a significant interaction between the levels of
factors A and L.

For factor B we have

H{]I CJ'E =0
H, o-ﬁ =0
: MSL 3.78
Se F= = —— = §727
LS. F MSAL 41 =9

R.R.: For « = .05, we will reject Hy if Fexceeds 6.94, the critical
value based on o = .05, df; = 2, and df; = 4.
Conclusion: Because the observed value of Fis much larger than 6.94, we
reject Hy and conclude that there is a significant variability in
calcium concentrations from lab to lab.

The test for factor A follows:

HQ: 0‘3:0
H: 0'72>0
MSA
TS: Fo oA T8 g

MSAL 41

Hi
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Env.

Eng.

Gov.

[

b. Display a partial AQV table including df and expected mean squares for all sources
of variation.

¢. Provide the ratio of mean squares for all appropriate F tests for determining the
significance of variability.

17.16 Refer to Exercise 17.10. Suppose the four chemicals were randomly selected from the
hundreds of different chemicals used to control fire ants. The researchers were interested in
whether the effectiveness of a chemical to control fire ants varied across different environments.
a. Write an appropriate model for this situation. Indicate how the conditions placed on
the terms in the model differ from the conditions placed on the model used when
the chemicals were the only chemicals of interest to the researchers.
b. Construct the AQV table and test all relevant hypotheses.
c. Compare the conclusions and inferences in this problem to those of Exercise 17.10.

17.17 Refer to Exercise 17.16.
a. Which model and analysis seem to be most appropriate? Explain your answer.
b. Under what circumstances would a fixed-effects model be appropriate?

17.18 The civil engineering department at a university was awarded a large grant to study the
campus traffic problems and to recommend alternative solutions. One small phase of the study
involved obtaining daily counts on the number of cars crossing, but not making use of, the campus
facilities. To do this, a team of volunteers was stationed at each entrance to monitor simultane-
ously the license number and the time of entrance or exit for each car passing through the check-
point. By comparing lists for all checkpoints and allowing a reasonable time for cars to traverse
the campus, the teams were able to determine the number of cars crossing but not using the cam-
pus facilities during the 8:00 a.M. to 5:00 pm. time period. A random sample of 6 weeks through-
out the academic year was used, with 2 midweek days selected for study in the weeks sampled.
The traffic volume data appear next.

Week? Week2 Week3 Weekd Week5 Week 6

680 438 539 264 693 530
618 520 600 198 646 575

a. Write an appropriate linear statistical model. Identify all terms in the model.
b. Perform an analysis of variance, indicating expected mean squares. Use a = .05.

17.19 The public safety department at a large urban university is concerned about criminal
activities involving nonstudents stealing bicycles and laptops from students. The campus police design
a study to investigate the number of automobiles entering the campus that do not have a campus park-
ing sticker or do not enter a campus parking facility. The police are suspicious that such individuals
may be involved in criminal activities. A team of criminal justice students was stationed at each en-
trance to the campus to moniior simultaneously the license number of all cars and to determine if the
car had a campus parking sticker. By utilizing the computer records of all campus parking facilities
which record the license number of alf cars upon their entrance to a parking facility, the teams were
able to determine the number of cars entering the campus but not using campus facilities. Data were
collected during a random sample of 10 weeks throughout the academic year. The counts of “suspi-
cious’ cars are recorded on the five business days during the selecteeeks and appear here.

Week

Day 1 2 3 4 5 6 7 8 9 10 11 12

Mon 52 51 52 54 56 54 5t 56 51 48 52 53
Tue 47 50 50 51 55 51 49 54 49 46 51 50
Wed 49 50 50 52 54 51 49 54 49 47 52 50
Thu 49 50 49 52 54 50 48 54 49 46 51 51
Fri 44 45 45 50 53 50 48 52 48 45 50 51
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Psy.

10%

Plot of EFFICIENCY RATING versus TIME
2,06 2.

2.03 e
1.98

1.93 ¢ e

.88

1.83 |

EFFICIENCY RATING.
=

1.78

1.73 by

l1.6e8

TIME (hr)

MODEL 43%% 1 222 2

18.29 An experimenter is designing an experiment in which she plans to compare nine
different formulations of a meat product. One factor, F, is percent fat (10%, 15%, 20%) in the
meat. The other factor, C, is cooking method (broil, bake, fry). She will prepare samples of
each of the nine combinations and present them to tasters who will score the samples based on
various criteria. Four tasters are available for the study. Each taster will taste nine samples.
There are taster-to-taster differences, but the order in which the samples are tasted will not
influence the taste scores. The samples will be prepared in the following manner so that the

meat samples can be prepared and kept warm for the tasters. A portion of meat containing
15% fat will be divided into three equal portions. Each of the three methods of cooking will

en be randomly assigned to one of the three portions. This procedure will be repeated for
meat samples having 15% and 20% fat. The nine meat samples will then be tasted and scored
by the taster. The whol#r()cess is repeated for the other three tasters. The taste scores (0 to 100)
are given here.

10% Fat 15% Fat 20% Fat

Broil Bake Fry Broil Bake Fry Broil Bake Fry

Taster 1 75 7% 82 78 82 81 81 85 87
Taster 2 74 78 81 78 81 83 84 87 88
Taster 3 75 78 79 80 82 83 &7 88 92

Taster 4 9 83 33 80 76 73 81 77 74

a. ldentify the design.
b. Give an appropriate model with assumptions.
¢. Give the sources of variability and degrees of freedom for an AOV.

ik




1134 Chapter 18 Split-Plot, Repeated Measures, and Crossover Designs

(continued)

Time since treatment (Hours) Time since treatment {Hours)

CCl; CHCL i 01 25 5 10 20 30 CC, CHO 0 01 25 5 1.0 20 360
0 10 08 14 24 27 29 32 34 U 10 N5 0y 1y 16 19 22 23
0 25 07 10 25 51 65 66 70 ] 25 07 o0 17 24 34 37 41
0 25 A1 11 33 39 48 52 55 0 25 07 06 16 24 3] 36 At
1 0 S a1 13 09 100 11 11 1 0 05 08 10 100 11 12 A3
1 0 N8 14 15 14 16 19 21 1 0 05 09 08 09 11 12 A3
i1 3 05 13 18 37 41 42 46 1 5 e 10 14 16 16 20 A8
1 5 d0 16 22 22 29 30 21 1 5 05 08 15 18 19 21 21
i 10 Do 10 25 61 57 60 .63 1 10 05 07 24 27 29 32 32
1 10 d1 14 26 30 30 35 29 1 10 0 06 16 21 24 27 27
i 25 07 09 23 39 58 53 .67 L 25 06 06 15 22 30 44 56
1 25 08 11 28 40 42 75 72 1 25 N6 05 15 27 36 43 .55
2.5 0 Do 02 19 56 64 33 34 2.5 0 D5 08 18 19 19 21 .20
2.5 0 A0 10 19 21 23 28 0 23 2.5 0 05 1 21 23 28 029 31
2.5 5 07 10 22 57 62 66 10 2.5 5 D6 08 19 23 24 .27 31
2.5 5 O7 11 24 28 30 35 30 25 5 D6 07 21 25 28 30 32
2.5 10 05 12 28 33 43 49 58 2.5 10 H6 0% 33 26 31 34 36
2.5 10 08 14 23 37 43 47 40 2.5 10 D 09 19 23 29 34 34
25 25 05 07 22 59 65 67 .67 2.5 23 0405 21 29 36 54 72
2.5 25 0 09 24 31 35 46 45 2.5 25 05 04 15 25 36 40 A8
5 ) D6 09 52 77 98 73 76 5 0 06 08 45 50 49 .60 71
5 ) 08 09 60 60 57 7319 5 0 e 10 4z 44 62 62 73
5 5 05 11 21 27 30 36 4 ] 5 05 10 20 220 24 28 33
5 5 oy 1z o210 22 27 32 28 5 5 L5 08 17 21 200 27 32
5 10 04 10 24 26 33 39 47 5 10 L6 09 25 29 33 37 40
5 10 1 11 23 27 3t 36 31 5 10 05 0 12 16 220 27 29
5 25 07 07 21 55 60 66 66 5 25 05 05 23 31 35 53 £6
5 25 8 09 23 31 41 58 67 5 25 N6 04 12 20 31 41 57

a. Plot the mean percentage LIDH leakage by time for the 16 treatments. Does there
appear to be an effect due to increasing the levels of CCly or CHCl?

b. From the plot, does there appear to be an increase in the mean percentage leakage
as time after treatment increases? '

<. Plot a profile plot of the mean percentage LDH leakage separately for each time
period. Does there appear to be a difference in the profile plots?

18.31 Refer to Exercise 18.30.

a. Run arepeated measures analysis of variance and determine if there are significant
interaction and/or main effects due to CCly and CHCls. Is there a significant time
effect?

b. Do the conditions necessary for using a split-plot analysis of repeated-measures data
appear to be valid?

18.32 Refer to Exercise 18.30. Consider as your response variable the proportional change in
the mean percentage leakage at time 3 hours and at time 0. That is,

i S




19.2 A Randomized Block Design with One or More Missing Observations 1137

19.2 A Randomized Block Design with One or More
Missing Observations

Any time the number of observations is not the same for all factor-level combina-
unhalanced design  tions, we call the design unbalanced. Thus, a randomized block design or a Latin
square design with one or more missing observations 1s an unbalanced design.
We will begin our examination by considering a simple case, a randomized block
design with one missing observation.
The analysis of variance for a randomized block design with one missing
observation can be performed rather easily by using the formulas for a randomized
value of missing  complete block design, after we have estimated the value of the missing observatlon
observation and corrected for the estimation bias.
estimation bias Let y; be the response from the experimental unit observed under treatment
iin bleck j. Suppose that the missing observation occurs in cell (&, /), the observa-
tion on treatment k in block A. The formula for estimating the missing observation
Vin 18 given by

o e by, oy
M T = — 1)

where ¢ is the number of treatments, b is the number of blocks, y, is sum of all
observations on treatment k, the treatment which has the missing observation, y;,
is the sum of all measurements in block 4, the block which has the missing obser-
vation, and y, is the sum of all the observations.

The sums of squares for the analysis of variance table are obtained by replac-
ing the missing value, y, with its estimate ¥, and then applying the formulas for a
balanced design to the data set that now has no missing cells:

r b

TSS = EE@,f—y)

i=1j=

SST=b>@, ~y)
i=1
b

SSB=t>@F,~7.)
j=1
SSE = TSS — SST — SSB

The value of SST has a bias in its estimation given by

Oy — = D)
“— 1

The corrected treatment sum of squares is SSTc = SST — Bias. The other sums of
squares are given in their uncorrected form.

Another difference in the analysis of variance table for the unbalanced block
designs is a change in the entries for degrees of freedom for total and error. Because
n in the unbalanced design refers to the number of actual observations, the value of 1
is given by n = tb — 1 due to the missing data point. Therefore, the degrees of freedom
for Error will be decreased byoneton — ¢ — b®= th—t—b s compared to
th—t— b@for the corresponding balanced desigy. The AOV table for an unbalanced
design with¥ treatments, & blocks, and one missing value is shown iff Table 19.1.

We illisstrate the analysis of variance for this design with an example.

Bias =

. 4\ *i ée\g\e’
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1138 Chapter 19 Analysis of Variance for Some Unbalanced Designs

TABLE 19.1

AQV table for testing the
effects of treatments with
one missing observation

TABLE 19.2

Measurements of loss (kg)
during cotton fiber cleaning

Source MS F
BlOCkSunadj MSBunadj

Treatmentsc MSTe MST/MSE
Error MSE

Total

EXAMPLE 19.1

Prior to spinning cotton, the cotton must be processed to remove foreign matter and
moisture. The most common lint cleaner is the controlled batt saw-type lint cleaner.
Although the controlled-batt saw-type hint cleaner M1 is one of the most highly ef-
fective cleaners, it is also one of the cleaners that causes the most damage to the cot-
ton fibers. A cotfton researcher designed a study to investigate four alternative
methods for cleaning cotton fibers, M2, M3, M4, and M5. Methods M2 and M3 are
mechanical, whereas methods M4 and M5 are a combination of mechanical and
chemical procedures. The researcher wanted to take into account the impact of dif-
ferent growers on the process and hence obtained bales of cotton from six different
cotton ranchers. The ranchers will be considered as blocks in the study. After a pre-
liminary cleaning of the cotton, the six bales were thoroughly mixed and then an
equal amount of cotton was processed by each of the five lint-cleaning methods.
The losses in weight (in kg) after cleaning the cotton fibers are given in Table 19.2
for the five cleaning methods. During the processing of the cotton samples, the
measurements from batch 1 processed by the M1 cleaner were lost.

Batch
Method 1 2 3 4 5 6 Mean
M1 * 6.75 13.05 10.26 801 8.42 9.300
M2 . 554 3.53 11.20 7.21 3.24 6.45 6.190
M3 7.67 4.15 9.79 827 6.75 5.50 7.022
M4 7.89 1.97 8497 6.12 . 4.22 7.84 6.170
M5 927 439 7 13.44 9.13 9.20 7.13 8.760
Mean 7.593 4.158 11290 8.198 6.280 7.068 7426

Estimate the value for the missing observation and then perform an analysis
of variance to test for differences in the mean weight loss for the five methods of
cleaning cotton fibers. '

Solution For this randomized block design we have that b = 6 and ¢ = 5 with one
missing value in cell (1, 1)}. Therefore, we need to compute the following values:
vy, = sum of all measurements on method M1
=675+ 13.05 + 10.26 + 8.01 + 842 = 4649
v = sum of all measurements on batch 1
=554 +7.67+ 789+ 927 =30.37
y. = sum of all measurements
=675+ 13.05+---+713=121536

1y




19.2 A Randomized Block Design with One or More Missing Observations 1139

TABLE 19.3
Method and batch means

TABLE 19.4

AOQV table for testing the
effects of treatments with
one missing observation

The estimate of the missing value, vy, is given by

_ ty, + by, — v, B 5(46.49) + 6(30.37) — 215.36
-k -1 (5 — 1)6 ~ 1)

= 193 g 965
20

Replacing the missing value with its estimate, 9.9655, we next compute the
sum of squares using the formulas of Chapter 15 for a balanced randomized block
design with ¢ = 5 and b = 6. First we obtain the treatment and batch means (with
the missing value replaced with 9.9655) as shown in Table 19.3.

Method Means Batch Means

o = 9.409 ¥, = 8.067
¥, = 6.190 ¥, = 4158
¥, —7.022 ¥, =11.290
. = 6.170 T4 =8.198
5. = 8.760 ¥5=6230
o — 7.068

Overall Mean y. = 7.511

Note that the means for method 1, batch 1, and the overall mean incorporate the esti-
mated vatue for the missing observation. We next obtain the four sums of squares.

f b
TSS= > Dy —y)
i=1 j=1
= (9.9655 — 7.511)* + (6.75 — 7.511)* + -+ + (7.13 — 7.511)* = 219.887
I
SST = 6> (. — .Y
i=1
6 [(9.409 — 7.511)% + (6.190 — 7.511)% + (7.022 — 7.511)*
+ (6.170 — 7.511)* + (8.760 — 7.511)°] = 53.624
b
t 2‘1 ¥, -~ 3.7
i= .
5 [(8.067 — 7.511)* + (4.158 — 7.511)* + (11.290 — 7.511)*

+ (8.198 — 7.511)* + (6.280 — 7.511)* + (7.068 ~ 7.511)%] = 140.032
SSE = TSS — SST — SSB = 219.887 — 53.624 — 140.032 = 26.231
PN, - - z
i — @~ D) _ [30.37 — (5 — 1)9.9655] — 45049
(e — 1) 55-1)
Corrected treatment SS = SST- = SST — Bias = 53.624 — 4.5049 = 49.119

The AGQV table for Example 19.1 is shown in Table 19.4.

35B

Bias =

Source SS - dft MS F p-value
BlockSygag; 140.032 5 28.01

Treatmentsc 49,119 4 12.28 7.96 0008
Error 26.231 1.543

Total 219.887 28

|

* 9
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comparisons among
treatment means

LSD

¢

,05/9\)1"]

2,093 —

t.uS/&,ﬁ 7

TABLE 19.5
Paired comparison
of five methods

The F test for a significant difference in the five method means is highly
significant ( p-value = .0008). The mean loss in cotton fiber was somewhat higher
when using methods 1 and 5 in comparison to the other three methods.

Having seen an analysis of variance, we may wish to make certain comparisons
among the treatment means. We’ll run pairwise comparisons using Fisher’s least
significant difference. The least significant difference between the {reatment with a
missing observation and any other treatment mean is

2 t
LSD* = MSE{—+ - —
“/2\/ (b b(b — 1) — 1))
For any pair of treatments with no mlssmg value, the least significant difference is as
before; uamely

IMSE
LSD = ¢,,, /(—b~)

EXAMPLE 19.2

In Example 19.1 we found that there was significant evidence of a difference in
the mean loss in cotton fiber for the five methods. The researchers would like to
determine which pairs of methods have differences. Run a pairwise comparison of
the five methods using Fisher’s LSD procedure.

Solution Example 19.1 involved a study in which the design was a randomized
block design with ¢ = 5 treatments and & = 6 blocks. There was a single missing
observation. From Table 19.4, we have MSE = 1.543 with 17 degrees of freedom.
Using « = .05, the value of LSD for comparing the method with the missing obser-
vation, method 1, with the other four methods is computed as

t
LsD* = \/MSE(b b(b = 1) - 1))

el ey @ 1592

For comparing any pair not including method 1, the vatue of LSD is

2ZMSE 2(1.543) Y
ey 222 i) — 1501

b
Using the two values of LSID we obtair ottowing results (Table 19.5) with the

mean for method 1 computed using the estimated missing observation.

LSD =(%gs/2.

Pair Compared Difference in Means LSD Conclusion
Ml & M2 9409 - 6,190 = 3.219 1.605 Significant
M1 & M3 9.409 —7.022 = 2387 1.605 Significant
M1 & M4 9409 — 6170 = 3.239 1.605 Significant
M1 & M35 9.409 — 8760 = .649 1.605 Not Significant
M2 & M3 6.190 —7.022 = -832 1.513 Not Significant
M2 & M4 6190 - 6.170 = 020 1.513 Not Significant
M2 & M5 6.190 — 8.760 = —2.570 1.513 Significant
M3 & M4 7022 - 6170= 852 1513 Not Significant
M3 & M5 7.022 — 8.760 = —1.738 1.513 Significant

M4 & M5 6.170 — 8.760 = —2.590 1.513 Significant

R.093
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Roufe
Vehicle R1 R2 R3 R4 RS R6 R7 RS
V1 B112.0 B2112 B3118 B4100 BS201 B6187 B721.7 B8§302
A\ B210.1 B3122 B4121 B5124 B6184 B7186 B&223 B1I50
V3 B3214 B4242 B5267 B6233 B7325 B8341 Biz2l4 B2277
V4 B4154 B5203 B6175 B717.6 B8253 B1122 B2124 B3189
V5 B53250 B6244 B7240 B8265 Bl1206 B2196 B3196 B4273
Vé B6189 B7209 B8252 Bl 83 B2156 B3151 B4174 B5259
V7 B7162 B8182 BIl*** B2 44 B3102 B4 99 B5127 B6179
V8 B8 29.5 @21.3 B2183 B316.1 B4260 B5264 B6260 B7350

4. Estimate the amount of CO emissions for vehicle V7 while driving over route R3
using blend B1. '

b. Analyze the data by replacing the missing value with the estimate obtained in part {a)
and then perform an analysis of variance using the formulas for a Latin square design
with no missing observations.

€. Is there a significant difference in the mean CO emissions for the different blends?
Use a = .05.

19.8 Refer to Exercise 19.7. Use the least significant difference criterion to identify which pairs
of blends have significantly different mean CO emissions.

19.9 Refer to Exercise 19.7. Obtain the sum of squares for an AQV table by fitting complete
and reduced models using a statistical software program. Compare your results with those in
Exercise 19.7.

19.10  Refer to Exercise 19.7. Suppose upon examining the data logs from the study the researcher
determined that the CO emisston monitoring device was probably not functioning properly for the
following two data vajues: vehicle V7 on route R4 using blend B2, y4, and vehicle V6 on route R4
using blend B1, yg;. Reanalyze the data deleting these two values. Do your conclusions about the
differences in the cight blends change?

19.11  Refer to Exercise 19.10.
a. Identify vehicle and route as fixed or random effects.
b. How would you test for a significant effect due to vehicle?
¢. How would you test for a significant effect due to route?

19.12 A horticulturist is interested in examining the yield potential of three new varieties of
asparagus. She designed a study to evaluate the three new varieties relative to standard variety.
There were 16 plots available on a large test field for the study, but the plots were not homogeneous
in that there was a distinct sloping {rom north to south throughout the field. Also a soil analysis
revealed a discernible nitrogen gradient, which ran from west to east across the field. Therefore,
the horticulturists decided to assign the varieties V1, V2, V3, and V4, with V1 being the standard
variety, to the plots in a Latin square arrangement. The values for marketable yield per plot {in
kg/ha) are given in the following table. Note that there is a missing yield for variety V4 in row 4 and

* column 1. This was due to a problem that ocourred during one of the harvesting periods.

Sloping
Nitrogen S1 Sz S3 S4
N1 V31,045.38 V1 807.69 V2 967.36 V4108423
N2 V1 821.40 V2 99256 V4 992.47 V3 1,029.53
N3 V21,004.02 V4 1,091.23 V3 1,062.01 V1 836.53
N4 vd * V3 1,090.97 V1 89332 V2 1,053.97

hit )
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error rate control and, 461—463
explanatory variables, 18
exploratory data analysis (EDA), 72
exploratory hypotheses

generation, 452

extrapolation

in multiple regression, 696

. penalty, 596597

F
factorial treatment design, 32
factorial treatment structure, 41
completely randomized designs, in, 885-909
~ crop yield, 888
defined, 888
example for, 889-891, 896899
factor interactions, 887, 891
factor-level combinations, 886
F tests, 899-900
one-at-a-time approach, 886
three-factor, 904
unequal number of replications, 910-917
random-effects model for, 1050
in randomized design, 38— 41
factor interactions, in factorial treatment. See
interaction of factors, in factorial treatment
factor-level combinations, one-at-a-time approach
for, 886 '
factors
experimental study, 32
interaction, 39, 40
false negative /false positive, in Bayes’ formula, 152
F distribution
critical vatue for, 371
defined, 370371
densities of two, 370
properties of, 370
first-order models, in multiple regression, 666
Fisher Exact test, 511-513
Fisher’s least significant difference. See least
significant difference (L.SD)

———

Friedmans test, 978-982

fixed-effects model
AQV table for, 1050-1051
defined, 1041
vs. random-effects model, 1044 -1045
forecasting, linear regression, 594 -598
forecasting, multiple regression, 695-697
exercises for, 743745
formulas
AQV, unbalanced design, 1159-1160
linear regression, 622—-623
for multiple regression, 724
-population central values, single
population, 273275
population central values, two
populations, 330-333
population variances, 386
fractional factorial experiment, 33
frequency histogram, 65-66, 68
frequency table, 66, 67
F-tests
factorial treatment, completely randomized
designs, 899-900
null hypothesis and, 593
power specification, 923926
for two-factor experiments,
repeated-measures, 1111

G
GDP. See Gross domestic product (GDP)
general linear model, multiple regression,
674675
exercises for, 724-725
g groups
Wilcoxon signed-rank test, 319
goodness-of-fit test
chi-square, 513-521
. exercises, 551-555
of probability model, 518-521
graphical methods, 62-77
bar chart, 64—-65
class frequency, 67
class intervals, 6667
exercises, 117-121
exploratory data analysis
(EDAY}, 72 .
frequency histogram, 65-66, 68
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extensions of, 1048-1056
hypothesis testing, 1045-1046

vs. fixed-effects model, 10441045 q-‘!?}@g '

random error
accounting for in linear regression, 590
randomized block designs, 37-38, =

AOV table for, 1049, 1050-1051
assumptions, 1049
estimation of variance components, 1051-1053
examples, 1053-1056
factorial treatment structure, 1050
~nodel for, 1050
nested sampling experiment, 1056
randomized block design, one or more missing
observations, 1137-1143
comparing treatment means, 1140
estimating value of missing observation, 1137
estimation bias and, 1137-1138
examples of, 1138-1139.
exercises for, 1160-1162
titting complete and reduced models
for, 1140-1141
randomized design
factorial treatment structure in, 3841
random sampling, 178181
defined, 179
exercises for, 213-214
random number tables, 179-181
random variables, 156 -157
range, variability measure, 8687
ratio estimation, 25
regression coefficient, 771
regression equations
examples of, 771-781
SAS output, and, 771-772
regression model
homogeneous variances vs. heterogeneous
variances, 800
regression parameters, 590-594
accounting for random error, 590
confidence interval for slope, 592-593
examples of, 591-594, 593 -594
exercises for, 628-633
using # test for null hypothesis, 593
using ¢ test for slope, 590-591
rejection regions, 233
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relative frequency, 67
concept of probability, 142
relative frequency histogram, 65-66, 68, 6%, 70

with different variabilities but same mean, 86

repeated-measures designs
case study, 10931095, 1120-1121
crossover designs, 11121119
AQV for, 1115
AQV table for, 1119

carryover effect and washout period, 1115

examples, 1112-1114, 11161118
exercises for, 1126 -1128
introduction, 1092
model for, 1114, 1118
vs. treatment, 1112
defined, 1092
exercises for, 11231126
introduction, 1091-1092
single-factor experiments, 1101-1105
AOV for, 11021103
assumptions, 1102
compound symmetry of observations,
1101-1102
examples, 1103-1105
two-lactor experiments, 1105-1112
AQOV table for, 1107
examples, 1108-1110, 1112
Ftest for, 1111
Huynh- Feldt condition, 1106-1107
model for, 1106-1107
tests for, 1107
replications
determining number, 921-926
estimator specification accuracy, 922
F-test power specification, 923926
experimental study, 33
research hypothesis, 232-233
research study
exit-polis vs. election results, 46—47
residual plots
checking model assumptions, 797-798
fitting linear regression model, 785-787
fitting quadratic regression model, 788789
residuals analysis, 417420
residual standard deviation
defined, 588
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