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The unit tangent bundle of the plane, $\mathbb{R}^{2} \times \mathbb{S}^{1}$, can be used as an abstraction to study the organization and mechanisms of V 1 .

- Each point $(x, y, \theta)$ represents a column of cells associated with a point of retinal data $(x, y) \in \mathbb{R}^{2}$, all of which are adjusted to the orientation given by the angle $\theta \in \mathbb{S}^{1}$.
- The vector $(\cos \theta, \sin \theta)$ is the direction of maximal rate of change of brightness at point $(x, y)$ of the picture seen by the eye [5].
- When the cortex cells are stimulated by an image, the border of the image gives a curve inside the space $\mathbb{R}^{2} \times \mathbb{S}^{1}$, but restricted to be tangent to a specific distribution.
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## Sub-Riemannian Structure of V1

The unit tangent bundle $\mathbb{R}^{2} \times \mathbb{S}^{1}$ is a 3-dimensional sub-Riemannian manifold $\left(\mathbb{R}^{2} \times \mathbb{S}^{1}, \mathcal{D},\langle\rangle,\right)$.
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## XEL-PLATFORM [3] (WWW.IKERGEOMETRY.ORG)

A gradient descent method useful for an ample family of functionals defined on certain spaces of curves satisfying both affine and isoperimetric constraints.
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$$
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acting on planar curves.
Euler-Lagrange Equation ([1] And [2])

$$
\frac{d^{2}}{d s^{2}}\left(\frac{\kappa}{\sqrt{\kappa^{2}+a^{2}}}\right)-\frac{a^{2} \kappa}{\sqrt{\kappa^{2}+a^{2}}}=0
$$

- If $a=0$ we get the Total Curvature Functional, and therefore we know that any $\alpha$ is critical for it.
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$$
\kappa_{s}^{2}=\left(\frac{\kappa^{2}+a^{2}}{a^{2}}\right)^{2}\left(d \kappa^{2}+a^{2}\left(d-a^{2}\right)\right)
$$

Thus, we have that the curvature is given by,

$$
\kappa(s)=\frac{a \sqrt{d-a^{2}} \tanh a s}{\sqrt{a^{2}-d \tanh ^{2} a s}} .
$$

And, therefore the critical curve $\alpha$ can be parametrized as,

$$
\alpha(s)=\left(\int \cos \int \kappa, \int \sin \int \kappa\right) .
$$
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Length (Geodesic): Blue
Elastic Energy: Green
Total Squared Torsion: Red (global minimun) and Orange (local minima)
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