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Detecting Imprinting and Maternal Effects Using Monte Carlo Expectation Maximization Algorithm 

Pooya Aavani 

Department of Biological Sciences, Texas Tech University 

 

Abstract: Genomic imprinting and maternal effects are both important epigenetic factors that are involved in 

many complex human diseases, including Prader-Willi and Angelman syndromes, and childhood cancers. 

Genomic imprinting (maternal or paternal) is an effect of an epigenetic process involving methylation and 

histone modifications in order to silence the expression of a gene inherited from a particular parent without 

altering the genetic sequence. A maternal effect, on the other hand, refers to a situation where the phenotype of 

an individual is influenced by the genotype of the mother regardless of one’s own genotype. Though genomic 

imprinting and maternal effects arise from two different underlying epigenetic mechanisms, they can produce 

the same parent-of-origin patterns of phenotypic variation. As such, it is necessary to distinguish and study these 

two confounding effects together to avoid false positives and/or false negatives. 

Numerous statistical methods have been developed to explore genomic imprinting and maternal effects. 

However, most of them either only model one of these two confounded epigenetic effects, or make strong yet 

unrealistic assumptions about the population to avoid over-parameterization, such as mating symmetry. A recent 

Likelihood inference method for detecting Imprinting and Maternal Effects (LIME) based on case-control family 

data does not require those assumptions. LIME uses only part of the full likelihood—partial likelihood—by 

exploiting the fact that the part of the likelihood containing the parameters of interest can be separated from that 

containing the nuisance parameters. It thus alleviates the need to make typically unrealistic assumptions and thus 

leads to a robust procedure with potentially greater power. On the other hand, because LIME obtains parameter 

estimation by maximizing partial likelihood, it is interesting to compare its efficiency with full likelihood 

maximizer, which has never been studied before. 

To overcome the difficulty in over-parameterization when using full likelihood, in this study we propose a Monte 

Carlo Expectation Maximization (MCEM) method to detect imprinting and maternal effects jointly. The 

Expectation-Maximization (EM) algorithm is a way to find maximum-likelihood estimates for model parameters 

when one’s data has unobserved latent variables. In the full likelihood based on case-control family data in 

detecting the two epigenetic effects, those unknown mating type probabilities, the nuisance parameters, can be 

considered as latent variables. However, ordinary EM algorithm cannot work here, because the E step consists 

of non-elementary integrations that cannot be solved algebraically. Therefore, we used Monte Carlo method to 

numerically approximate the expectation function value. Our results and simulations show that MCEM algorithm 

is promising to estimate the epigenetic effects properly.  
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A P0 - P0 WEAK GALERKIN FINITE ELEMENT METHOD FOR SOLVING SINGULARLY 

PERTURBED REACTION-DIFFUSION PROBLEMS 

Ahmed Al-Taweel, Saqib Hussain, Xiaoshen Wang, and Brian Jones 

Department of Mathematics and Statistics, University of Arkansas at Little Rock  

 

Abstract: This work investigates the lowest-order weak Galerkin  finite element (WGFE) method for solving 

reaction-diffusion equations with singular perturbations in two and three space dimensions. The system of 

linear equations for the new scheme is positive definite, and one might readily get the well-posedness of the 

system. Our numerical experiments confirmed our error analysis that our WGFE method of the lowest order 

could deliver numerical approximations of the order O(h1=2) and O(h) in H1 and L2 norms, respectively. 

 

 

 

 

 

 

 

 



Poster 3 

Adaptive finite element methods on polygonal meshes 

Shuhao Cao 

Department of Mathematics, UC Irvine  

 

Abstract: Both residual-based and equilibrated flux-based posteriori error analyses for various discretizations 

applied to a model diffusion interface problem are presented. An $h$-refinement strategy for polygonal meshes 

and hanging node automation are also discussed.This is a joint work with Long Chen. 
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Stoichiometric Knife-Edge Model on Discrete Time Scale 

Ming Chen1, Lale Asik2, Angela Peace2 

1School of Science, Dalian Maritime University, Dalian, Liaoning, China 

2Department of Mathematics and Statistics, Texas Tech University, Lubbock, USA 

 

Abstract: Ecological stoichiometry is the study of the balance of multiple elements in ecological interactions 

and processes. Modeling under this framework enables us to investigate the effect nutrient content on 

organisms whether the imbalance involves insufficient or excess nutrient content. This phenomenon is called 

the stoichiometric knife-edge". In this study, a discrete-time predator prey model that captures this 

phenomenon is established and qualitatively analyzed. We systematically expound the similarities and 

differences between our discrete model and the corresponding continuous analog. Theoretical and numerical 

analyses show that while the discrete and continuous models share many properties differences also exist. 

Under certain parameter sets, the models exhibit qualitatively different dynamics. While the continuous model 

shows limit cycles, Hopf bifurcations, and saddle-node bifurcations, the discrete-time model exhibits richer 

dynamical behaviors, such as chaos. By comparison the dynamics of the continues and discrete model, we can 

conclude that stoichiometric effects of low food quality on grazers are robust to the discretization of time. This 

study can possibly serve as an example for pointing to the importance of time scale in ecological modeling. 
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Bayesian two-sample mean hypothesis testing in high dimensions 

Fan Chen 
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Abstract: A common problem in modern genetic research is comparing the mean vectors of two population 

means in high dimensional settings, that is, in ‘large-p-small-n’ settings. However, the classical Hotelling’s test 

cannot be applied since the sample covariance matrix is singular. To circumvent these limitations, we proposed 

a Bayesian two-sample test for the equality of population means in high dimension by clustering. Our 

proposed Bayesian factor is invariant under linear transformations of the marginal distributions and has closed 

form expression. We showed by simulation that our proposed Bayesian procedure has higher power than 

competing tests in the literature. 
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Gibbs-Importance Sampling Algorithm in Bayesian Quantile Regression 
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Abstract: Bayesian quantile regression has gained great interest in both theoretical studies and practical 

applications due its versatile ability to estimate quantiles of the distribution of a response variable conditional 

on a set of explanatory variables. In this project, we extend the Zellner's prior to allow for a conditional 

conjugate prior with the likelihood-based approach of the working asymmetric Laplace distribution. The Gibbs 

- Importance sampling method is employed to both estimate the parameters of interest and perform variable 



selection. The proposed method is compared with other Bayesian and frequentist procedures with both 

simulation and real data applications. 
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Assessing the combined impact of interventions on HIV and syphilis epidemic among gay, bisexual and 

other men who have sex with men in British Columbia: a co-interaction model 

Jummy Funke David 

Department of Mathematics, University of British Columbia 

 

Abstract: We developed a mathematical transmission model to assess the impact of PrEP on HIV and syphilis 

infection and how the combination of testing and treating syphilis, HIV TasP, condoms and PrEP could 

eliminate both HIV and syphilis epidemic among gbMSM in BC over the next ten years. In addition, the 

World's Health Organization threshold for HIV elimination (one new case of HIV per 1000 susceptible 

gbMSM) and the control reproduction number (Rc) were examined. Different sensitivity analyses were 

performed and all aspect of the model were implemented in python. 
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Comparative analysis of phenomenological growth models applied to epidemic outbreaks. 

Leidy Yissedt Lara Díaz 

Universidad de Concepción- Chile 

Abstract: Phenomenological models are particularly useful for characterizing epidemic trajectories because 

they often offer a simple mathematical form defined through ordinary differential equations (ODEs) that in 

many cases can be solved explicitly. Such models avoid the description of biological mechanisms that may be 

difficult to identify, are based on a small number of model parameters that can be calibrated easily and can be 

utilized for efficient and rapid forecasts with quantified uncertainty.  These advantages motivate an in-depth 

examination of 37 data sets of epidemic outbreaks, with the aim to identify for each case the best suited model 

to describe epidemiological growth. Four parametric ODE-based models are chosen for study, namely the 

logistic and Gompertz model with their respective generalizations that in each case consists in elevating the 

cumulative incidence function to a power $p\in [0,1]$. This parameter within the generalized models provides 

a criterion on the early growth behavior of the epidemic between constant incidence for $p=0$, sub 

exponential growth for $0<p<1$ and exponential growth for $p=1$.  Our systematic comparison of a number 

of epidemic outbreaks using phenomenological growth models indicates that the GLM model outperformed 

the other models in describing the great majority of the epidemic trajectories. In contrast, the errors of the 

GoM and GGoM models stay fairly close to each other and the contribution of the adjustment of $p$ remains 

subtle in some cases. More generally, we also discuss how this methodology could be extended to assess the 

``distance" between models irrespective of their complexity. 
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The Number of Pollinators Really Drive The Stability Of Stoichiometric Plant-Pollinator-Herbivore 

Models 

Dilini Fonseka and Angela Peace 

Department of Mathematics and Statistics, Texas Tech University 

 

Abstract Plant-pollinator interactions play an important role in the maintenance of the balance of nature. All 

organisms living in the environment are composed of different ratios of chemical elements. By considering the 

balance of essential chemical elements in nature, we can formulate mathematical models to study their role in 

the dynamics of the system as well as nature. We formulate and analyze stoichiometric plant-pollinator and 

stoichiometric herbivore-plant- pollinator models. Our models include three dimensional and four-dimensional 

systems of ordinary differential equations to represent the plant, pollinator, herbivore populations, as well as the 

varying nutrient levels of the plant. We analyze the dynamics of the systems such as non- negativeness and 



boundedness of solutions, as well as the existence and stability of boundary equilibria. We perform a bifurcation 

analysis of the models and also a parameter sensitivity analysis of stoichiometric plant-pollinator model using 

Latin hypercube sampling and partial rank correlation coefficient technique. LHS show that the search rate and 

the carrying capacity of pollinators are most important parameters to the stoichiometric plant-pollinator model. 

Bifurcation analysis shows the existence of critical thresholds of number of pollinators for plants to survive and 

for herbivores to die. 
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Generative network complex (GNC) for drug discovery 

Christopher Grow, Kaifu Gao, Duc Duy Nguyen, and Guo-Wei Wei 

Department of Mathematics, Michigan State University 

 

Abstract: A generative network complex (GNC) is proposed to design novel compounds, predict their 

physical and chemical properties, and select potential drug candidates that fulfill various druggable criteria 

such as binding affinity, solubility, partition coefficient, etc. Currently, even the largest databases of chemical 

compounds remain small compared to space spanned by all energetically stable stoichiometric combinations of 

electronic states, atoms, and topologies in molecules. Therefore, it is still a challenging task to identify a 

variety of novel compounds. Recently, many generative models have been developed to create new 

compounds. In this work, we combine a variational autoencoder and various deep neural network predictors to 

generate new compounds and predict their drug properties. Specifically, 2.08 million and 2.8 million novel 

compounds are generated respectively for Cathepsin S and BACE targets. These generated compounds are 

quite different from the seeds and cover a larger chemical space. Additionally, their drug properties were 

predicted by deep learning predictors. Finally, drug candidates that fulfill the threshold for druggable criteria 

are selected to construct their three-dimensional (3D) poses and further evaluate their chemical and physical 

properties. Performed on supercomputers, the whole process took less than one week. Therefore, our automatic 

GNC pipeline is very efficient for discovering new drug candidates. 
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Bayesian multi-domain learning for cancer subtype discovery 

Ehsan Hajiramezanali  

Department of Electrical & Computer Engineering, Texas A&M University  

Abstract: Precision medicine aims for personalized prognosis and therapeutics by utilizing recent genome-

scale high-throughput profiling techniques, including next-generation sequencing (NGS). However, translating 

NGS data faces several challenges. First, NGS count data are often overdispersed, requiring appropriate 

modeling. Second, compared to the number of involved molecules and system complexity, the number of 

available samples for studying complex disease, such as cancer, is often limited, especially considering disease 

heterogeneity. The key question is whether we may integrate available data from all different sources or 

domains to achieve reproducible disease prognosis based on NGS count data. In this paper, we develop a 

Bayesian Multi-Domain Learning (BMDL) model that derives domain-dependent latent representations of 

overdispersed count data based on hierarchical negative binomial factorization for accurate cancer subtyping 

even if the number of samples for a specific cancer type is small. Experimental results from both our simulated 

and NGS datasets from The Cancer Genome Atlas (TCGA) demonstrate the promising potential of BMDL for 

effective multi-domain learning without "negative transfer" effects often seen in existing multi-task learning 

and transfer learning methods. 
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A weak Galerkin harmonic finite element method for Laplace equation 

Saqib Hussain 

Department of Mathematics and Physics, Texas A&M International University 

 



Abstract: In this article, a weak Galerkin finite element method for Laplace equation using harmonic 

polynomial space is proposed and analyzed. The idea of using P_k harmonic polynomial space instead of the 

full polynomial space P_k is to use a much smaller number of basis functions to achieve same accuracy 

when k >= 2. The optimal rate of convergence is derived in both H^1 and L^2 norms. Numerical experiments 

have been conducted to verify the theoretical error estimates. In addition, numerical comparisons of using P_2 

harmonic polynomial space and using the standard P_2 polynomial space are presented. 
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An Empirical Comparison between Integer and Fractional Order SEIR Models of Measles 

M. Islam, D. Medinab, A. Peace, T. Orabyb 

Department of Mathematics and Statistics,Texas Tech University 

School of Mathematical and Statistical Sciences, The University of Texas Rio Grande 

 

Abstract: In this paper, we compare between the performance of systems of ordinary and (Caputo) fractional 

differential equations depicting the susceptible-exposed-infected-recovered (SEIR) models of diseases. In 

order to understand the origins of both approaches as mean-field approximations of fractional stochastic 

processes, we introduce the ordinary and fractional differential equations as approximations of some type of 

fractional nonlinear birth{death processes. Then, we examine validity of the two approaches against empirical 

courses of epidemics, we fit both of them to case counts of three measles epidemics that occurred during the 

pre-vaccination era in three different locations. We found that while the fractional order differential equations 

SEIR model gives a slightly better fit to some of the data, the ordinary differential equations SEIR model 

performs better overall. 
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Simulation of mean first passage time on embedded two dimensional domains 

Sarafa Iyaniwura 

Department of Mathematics, University of British Columbia 

 

Abstract: We compute mean first passage time for a  Brownian  particle to escape a bounded 2-D domain 

containing absorbing traps, using the closest point method. These computations were done for both regular 

(unit disk) and irregular (star-shaped) domains with either stationary or moving traps. In addition, our 

numerical results are verified with analytical result obtained using the technique of strong localized 

perturbation. Furthermore, we find the optimal location of traps that minimizes the average mean first passage 

time. The mean first passage time approach has been used to study several problems in biological sciences, 

some of which include the time it takes for an immune system to respond to a new infection, the time it takes a 

surface-bound protein to arrive at a signalling region on a cell membrane, among others. 
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Extreme Dynamical complexity in Recurrent Neural Networks 

Ian D. Jordan 

Stony Brook University 

 

Abstract: Gated recurrent units (GRUs) are specialized memory elements for building recurrent neural 

networks. Despite their incredible success in natural language, speech, and video processing, little is 

understood about the specific dynamics representable in a GRU network, along with the constraints these 

dynamics impose when generalizing a specific task. As a result, it is difficult to know a priori how successful a 

GRU network will perform on a given task. Using a continuous time analysis, we gain intuition on the inner 

workings of GRU networks. We restrict our presentation to low dimensions to allow for a comprehensive 

visualization. We found a surprisingly rich repertoire of dynamical features that includes stable limit cycles 

(nonlinear oscillations), multi-stable dynamics with various topologies, and homoclinic orbits. We 

contextualize the usefulness of the different kinds of dynamics and experimentally test their existence. 
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Audio Classification and Cover Song Identification 

Nhat Le 

Department of Computer Science, Texas Tech University 

 

Abstract: Recently, sound classification in general and particularly cover song identification not only have 

numerous applications in field of digital signal processing or speech recognition but also are set of important 

and challenging tasks. Due to the high dimensionality of the audio data, features extraction is always required. 

In this work, we used size 13 of Mel-Frequency Cepstral Coefficients (MFCCs) which is one of the most 

popular feature extraction techniques used in speech recognition. The 39-elements feature vector for each 

sound was the concatenation of three things including mean, standard deviation and the mean first order 

difference between the successive feature frames. After that, t-SNE is used to reduce the dimensionality of 

the N x 39 features matrix to N x 2 (where N is the number of sound samples). This allows us to use the 

resulting 2d coordinates to visualize the feature of each sound sample, we observed that the similar sounds 

tend to group together. Furthermore, in this project, related to music information retrieval community, we also 

propose a novel method to identify cover song by representing the self-similarity matrix (SSM) of each song 

using MFCC feature extraction and applying the Smith Waterman algorithm on the binary cross-similarity 

matrix to score a match between the two songs. 
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Elastic Alignment of fMRI Signals 

David Lee 

 Department of Neurology, UCLA 

 

Abstract: We present a shape matching approach for functional magnetic resonance imaging (fMRI) signals. 

We use ideas from differential geometry and functional data analysis to define a functional representation for 

fMRI signals. The space of fMRI functions is then equipped with a reparameterization invariant Riemannian 

metric that enables elastic alignment of both amplitude and phase of the fMRI time courses as well as their power 

spectral densities. Our approach constructs an unbiased average of the signals, and warps the signals to the mean. 

As the warping is diffeomorphic, nonlinear and allows large deformations of time series if required, we term this 

approach as elastic functional alignment. We demonstrate application of this idea to resting state and task based 

fMRI of patients with major depressive disorder. 
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Impact of Discrete-time Malaria Transmission Model with constant releases of sterile mosquitoes 

Yang Li 

University of Cincinnati 

 

Abstract: In this study, we first formulate a baseline discrete-time mathematical model for 

malaria transmission where the survival function of mosquitoes is of Beverton-Holt type. 

We then  introduce  sterile  mosquitoes  to  the  baseline  model  to  explore  the  transmission 

dynamics with sterile mosquitoes.  We derive formulas for the reproductive number R0 of infection and 

determine the existence and uniqueness of endemic fixed points as well, for the models with or without sterile 

mosquitoes.  We then study the impact of the releases of sterile mosquitoes on the disease transmissions by 

investigating the effects of varying the release rates of the sterile mosquitoes.  We use a numerical example to 

illustrate our results for all cases and finally give brief discussions of our findings. 

 

 

 

https://nam04.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.sciencedirect.com%2Ftopics%2Fengineering%2Fdimensionality&data=02%7C01%7CJonathon.Loftin%40ttu.edu%7Cb25e75e2d4d94775378608d73a50b69e%7C178a51bf8b2049ffb65556245d5c173c%7C0%7C0%7C637041990642363217&sdata=TfpS%2BgKJpRknuhHF%2BOe9ZaK9xzLEuhggG3vTdgOprsU%3D&reserved=0
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Discrete-time Disease Model with Population Motion under the Kolmogorov Equation View and 

Application 

Ye Li 

Department of Mathematics & Statistics, Texas Tech University 

 

Abstract: We introduce the Susceptible-Infected-Removed (SIR) model and the Susceptible-Exposed-Infected-

Removed (SEIR) model coupled with a social mobility model (SMM). We discretize them by a Forward Euler 

Method, which can be viewed through a mean-field approximation from a discrete version. We calculate basic 

reproduction number R_0 using the next generation matrix method. Then we obtain hyperbolic forward 

Kolmogorov equations (high-dimensional PDEs) and show that its projected characteristics corresponding to 

these models coincide with population motivation. Finally, we use the Deep Galerkin Method (DGM) to solve 

the high order nonlinear PDEs. In this project, we can improve the global prediction of epidemics dynamics, 

which can provide suggestions on "how to control" epidemics. 
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A Phase Shift Deep Neural Network for High 

Lizuo Liu  

Southern Methodist University Department of Mathematics 

 

Abstract: In this paper, we propose a phase shift deep neural network (PhaseDNN) which provides a 

wideband convergence in approximating high frequency solutions of wave equations. The PhaseDNN utilizes 

the fact that many DNN achieves convergence in the low frequency range first, thus, a series of moderately-

sized of DNNs are constructed and trained in parallel for selected high frequencies. With the help of phase 

shifts in the frequency domain, implemented through a simple phase factor multiplication on the training data, 

each DNN will be trained to approximate the target function’s higher frequency content over a specific range. 

Due to the phase shift, each DNN achieves the speed of convergence as in the low frequency range. 
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Temporal Transformer Networks: Joint Learning of Invariant and Discriminative Time Warping 

Suhas Lohit 

Electrical, Computer and Energy Engineering, Arizona State University  

Abstract: Many time-series classification problems involve developing metrics that are invariant to temporal 

misalignment. In human activity analysis, temporal misalignment arises due to various reasons including 

differing initial phase, sensor sampling rates, and elastic time-warps due to subject-specific biomechanics. Past 

work in this area has only looked at reducing intra-class variability by elastic temporal alignment. In this paper, 

we propose a hybrid model-based and data-driven approach to learn warping functions that not just reduce 

intra-class variability, but also  increase inter-class separation. We call this a temporal transformer network 

(TTN). TTN is an interpretable differentiable module, which can be easily integrated at the front end of a 

classification network. The module is capable of reducing intra-class variance by generating input-dependent 

warping functions which lead to rate-robust representations. At the same time, it increases inter-class variance 

by learning warping functions that are more discriminative. We show improvements over strong baselines in 

3D action recognition on challenging datasets using the proposed framework. The improvements are especially 

pronounced when training sets are smaller. 
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Lowest Order Weak Galerkin for Stokes Flow on Polygonal Meshes 

Nolisa Malluwawadu 

Colorado State University Department of Mathematics 

 

Abstract: This poster presents the lowest-order weak Galerkin (WG) finite element method for solving the 

Stokes equation on convex polygonal meshes. Constant vectors are used separately in element interiors and on 

edges to approximate fluid velocity, whereas constant scalars are used on elements to approximate the 

pressure. For the constant vector basis functions, their discrete weak gradients are established in a matrix space 

that is based on the CW0 space [W. Chen and Y. Wang, Math. Comp., 86(2017), pp. 2053-2087], whereas 

their discrete weak divergences are calculated as elementwise constants. To circumvent the saddle-point 

problem, a reduced scheme for velocity is also established by using three types of basis functions for the 

discretely divergence-free subspace. A procedure for subsequent pressure recovery is developed. Error analysis 

along with numerical experiments on benchmarks are presented to demonstrate the accuracy and efficiency of 

the proposed new method. 
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Integration of deep learning and mathematics for drug discovery 

Duc Nguyen, Zixuan Cang, Kaifu Gao, and Guo-Wei Wei 

Department of Mathematics, Michigan State University  

Abstract: Drug discovery is one of the most important tasks in life sciences and ultimately tests of our 

understanding of biological sciences and current methodologies. Although deep learning has had tremendous 

success in a wide variety of sciences, technologies, and industries, it encounters an enormous obstacle in drug 

design due to the intricate complexity of biomolecules structures and high dimensionality of biological 

datasets. We overcome these learning difficulties by constructing mathematical representations of diverse 

biomolecular data using differential geometry, algebraic topology, and graph theory. Our approaches have 

emerged as a top winner in D3R Grand Challenges, a worldwide annual competition series in computer-aided 

drug design, in the past few years.    
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EQSA: Earthquake Situational Analytics from Social Media 

Huyen Nguyen and Tommy Dang 

Department of Computer Science, Texas Tech University 

 

Abstract: This work introduces EQSA, an interactive exploratory tool for earthquake situational analytics 

using social media. EQSA is designed to support users to characterize the condition across the area around the 

earthquake zone, regarding related events, resources to be allocated, and responses from the community. On 

the general level, changes in the volume of messages from chosen categories are presented, assisting users in 

conveying a general idea of the condition. More in-depth analysis is provided with topic evolution, community 

visualization, and location representation. EQSA is developed with intuitive, interactive features and multiple 

linked views, visualizing social media data, and supporting users to gain a comprehensive insight into the 

situation. In this work, we present the application of EQSA with the VAST Challenge 2019: Mini-Challenge 3 

(MC3) dataset.  
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Testing for marginal independence between two categorical variables with multiple responses 

Tong Nguyen 

Texas Tech University 

 

Abstract: Mind and body practices may be used to improve health and well-being or to help manage symptoms 

of health problems. The 2012 National Health Interview Survey collected information about Americans’ top 3 

commonly used modalities and whether using each modality is because of the recommendation from any doctor, 

family member, or friend. There are statistical methods to study the association between two multiple response 

categorical variables, i.e. modality selection and recommendation in the survey. However, due to the way the 

questions were designed in the survey, no information was collected about failure recommendation. No existing 

efficient statistical methods can be directly applied to the scenario. In this poster, we proposed a modified 

Pearson chi-square statistic to analyze the special data structure in the survey. Simulations were conducted to 

evaluate the proposed method. 
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A Severe Weather Index Based on the Historic National Oceanic and Atmospheric Administration 

(NOAA) Data 

Thilini Mahanama 

Texas Tech University 

 

Abstract: Severe weather phenomena, such as tornadoes, floods, and wildfire pose risks to life and property, 

requires the intervention of authorities. One of the most visible consequences of changing climate is an 

increase in the intensity and frequency of extreme weather events. The relative strengths of the disasters grow 

far beyond the habitual seasonal maxima, often resulting in the subsequent increase in property losses. Thus, 

insurance policies should be modified to sustain regular catastrophic weather events. Our research work 

proposes a severe weather index for the total loss from natural disasters in the United States and studies how 

the insurance policies should be adapted to the increasingly volatile climate conditions. National Oceanic and 

Atmospheric Administration severe weather database is used for this study. It consists of millions of data over 

74 types of severe weather events for every state within the United States from 1950 to 2018. To describe 

losses from extreme weather conditions, Empirical copulas have been used. Our work would help the 

assessment of risk attributed to severe weather events and improve communications between insurers and their 

clients.  
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A recurrent based machine learning approach for predicting learners’ latent status in online learning 

Bo Pei1, Zhuanzhuan Ma2, Wanli Xing1 
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Abstract: Student latent learning status is a significant indicator for their learning performances in online 

learning context. However, it is impossible for instructors to track every individual’s learning status at each 

learning stage in online learning settings due to the large enrollments. In this paper, we proposed a new 

learning status prediction method based on the Logistic Regression inferred by Deep learning approaches. The 

model was applied on both demographical information and behavior information recorded by virtual learning 

environment (VLE). The final performance of the model was compared with some the baseline models such as 

Support Vector Machine, Decision Tree and Random Forest. The result indicates an excellent performance of 

the proposed model in terms of both identifying the early dropout students and predicting the final 

performances with an averaged f1-measure about 0.80 and Area under curve (AUC) around 0.80, respectively. 
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Assessing parameter identifiability in compartmental dynamic models using a computational approach: 

Application to infectious disease transmission models 

Kimberlyn Roosa 

Department of Population Health Sciences, School of Public Health, Georgia State University 

 

Abstract: The successful application of mathematical models to guide public health interventions lies in the 

ability to reliably estimate model parameters and their corresponding uncertainty. Here, we present and 

illustrate a simple computational method for assessing parameter identifiability in compartmental epidemic 

models. We use a parametric bootstrap approach to generate simulated data of the incidence curve in order to 

derive the empirical distributions of the estimated parameters. These distributions are then used to quantify 

confidence intervals and relative biases of estimated parameters to assess structural parameter identifiability. 

To demonstrate this approach, we begin with a low-complexity SEIR model and work through examples of 

increasingly more complex compartmental models that correspond with real-world applications to pandemic 

influenza, Ebola, and Zika. 
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Nowcasting and short term forecasting the ongoing 2018-19 Ebola epidemic in the Democratic Republic 

of Congo (DRC) 

Amna Tariq 

  School of Public Health, Division of Biostatistics and Epidemiology, Department of Population Health 

Sciences, Georgia State University 

 

Abstract: The 10th and largest outbreak of the Ebola Virus Disease in the Democratic Republic of Congo  

(2018-19) occurring in an active conflict zone has spilled over to Uganda and is a global public health 

emergency. The spread of Ebola to Congolese urban centers along with deliberate attacks on the health care 

workers and health centers has hindered the epidemiological surveillance activities. In such circumstances of 

uncertainty, analyzing and forecasting the Ebola Virus Disease epidemic is challenged by the reporting of 

cases, specially the reporting delays (time lag between the date of symptom onset and the date of reporting). 

These reporting delays distort the epidemic incidence pattern misrepresenting estimates of the epidemic 

potential and outbreak trajectory. To assess the impact of reporting delays we conduct a real time assessment 

of the current dynamics of the ongoing Ebola outbreak in Democratic Republic of Congo using 

epidemiological data retrieved from the World Health Organization Situation Reports while correcting for the 

underreporting of cases. We utilize one of the nowcasting approaches that commonly employs modeling 

reporting delay distribution. Reporting delay adjustment is implemented using a nonparametric method that 

adapts survival analysis and life table techniques for use with right truncated data and employs estimated 

reverse time hazards to adjust for reporting delays. The national curve of crude incidence by week of 

symptoms onset is adjusted for the most recent time periods. Using these adjusted incidence curves, we also 

generate short-term forecasts of the epidemic using various phenomenological models in a statistical inference 

framework. Therefore, incorporating the information that we gain from real time nowcasting and forecasting of 

the sequential situation reports at the policy level can considerably improve the surveillance system in the 

Democratic Republic of Congo. 

 

 

 

 

https://www.sciencedirect.com/topics/medicine-and-dentistry/survival-analysis
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A De Novo Approach towards Protein folding via Reinforcement Learning (PfRL) 
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Abstract: Proteins are one of the most important biological macromolecules, they serve for example as carriers 

of the message contained in the DNA. Proteins are composed of amino acids, which are arranged in a linear form 

and fold to form a unique 3D structure, which is imperative to their biological function. Often proteins are 

considered as the basic units of life. Detailed information about protein structure and function will lead to a 

better understanding of the complex processes that occur in a living organism. 

As soon as a protein is synthesized as a linear sequence of amino acids, it folds in a matter of seconds to form a 

stable 3D structure, which is called the protein’s native state. It is assumed that the information for the folding 

process is contained exclusively in the linear sequence of amino acids and that the protein in its native state has 

a minimum free energy. 

In this work we approached the protein-folding problem via reinforcement learning. The reinforcement 

learning model predicts the protein sequence by adding one amino acid at a time (de novo) and matches the 

final generated protein with the original protein geometrically. Various molecular descriptors such as 

hydrophobicity, volume, alkalinity, hydrogen bonding possibility etc. for each amino acid were added to our 

model for better performance. The generated structure is then relaxed to form the final 3D protein structure. 

We will demonstrate how our work opens a new door towards approaching the protein-folding problem. 
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Abstract: Many important engineering and scientific problems require the solution of time-dependent PDE 

systems. Many of these systems have specific stability needs in order to compute realistic solutions such as 

needing A-stability or L-stability methods. For example, the reaction-diffusion equations of a spatiotemporal 

stoichiometric producer-grazer model is a stiff parabolic PDE, and benefits from an L-stable method. Certain 

classes of implicit Runge-Kutta (IRK) time-stepping methods, such as the Radau I and Radau II methods provide 

L-stability with higher-order accuracy, but one price of using an IRK method is needing to solve large linear 

systems at each time step. Suppose, for example, our PDE has been linearized and discretized with 𝑁 degrees of 

freedom. Using an 𝑠-stage IRK method leads to an 𝑠𝑁 × 𝑠𝑁 linear system that must be solved at each time step. 

These systems are block- (𝑠 × 𝑠) systems, where each block is 𝑁 × 𝑁. Here, we investigate preconditioners for 

such systems. 
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A regularization approach for solving Poisson’s equation with singular charge sources and diffuse 
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Abstract: In this poster, a simple Poisson’s equation involving inhomogeneous media with a diffuse interface 

is studied. In particular, we will assume constant dielectric values inside each dielectric medium, while the 

dielectric function varies smoothly from one medium to another, through a narrow transition band. For 

Poisson’s equation with singular charges and diffuse interfaces, a semi analytical method have already been 

proposed. The singular charges are treated analytically in this approach with diffuse interfaces. Nevertheless, 

this method is limited to simple geometries. Meanwhile, in regularization methods, a Poisson equation with the 



same singular sources, the singular component can be analytically solved as Coulomb potentials or Green’s 

functions. the other potential components can be accurately solved by finite difference or finite element 

methods. However, all existing regularization methods are designed for piecewise constant dielectric functions 

with sharp interfaces. It is unclear if regularization formulation could be established for diffuse interfaces. 

Thus, this poster presents the first regularization method in the literature that is able to handle diffuse 

interfaces. Besides a decomposition of potential function, the success of the new method lies in a 

decomposition of the inhomogeneous dielectric function. The singular charge sources containing in a complex 

domain can then be analytically treated. The details of the proposed regularization formulation and numerical 

validation of a simple example will be discussed.  
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Abstract: Learning tasks often require dealing with graph data which contains rich information among graph 

nodes. Graph Neural Network (GNN) has become one of the most popular models for learning from graph 

inputs in various fields such as physics, chemistry, biology and linguistics. Our work focused on protein-ligand 

binding problems by using flexibility-rigidity index (FRI) of protein-ligand complexes as graph inputs and 

training GNN hyper-parameters automatically. We employ datasets CASF-2007 and CASF-2016 to validate 

the correlation, robustness and reliability of our GNN model. 
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Abstract: DNA methylation is an important epigenetic mechanism that is essential for normal development in 

mammals. Identifying differential Methylation (DM) between two biological conditions can help to study 

genomic regions associated with diseases.  Homogeneous Hidden Markov Model (HMM) has been used to 

identify DM CpG sites accounting for spatial correlation across CG sites. However, as the CpG sites are not 

uniformly distributed throughout the whole genome, spatial correlation can be different between CpG sites 

with varying distances. In this paper, we explore a non-homogeneous HMM to determine the DM CpG sites. 

By using a heterogeneous transition matrix, the method can accommodate the uneven spacing of CpG sites 

while modeling hyper-, hypo-, and equal- methylated statuses together. Simulations were conducted to 

evaluate the performance of the method. 

Poster 35 

NETWORK CLUSTERING WITH ENTROPY-BASED MONTE CARLO METHOD 

Qiannan Zhai 

Department of Mathematics & Statistics, Texas Tech University 

 

Abstract: A network clustering algorithm is useful for understanding the structure of network data. Clustering 

methods usually group vertices based on a certain similarity/distance measure, such that vertices assigned in 

the same clusters are more closely related than vertices in different clusters. Therefore, network clustering can 

be formulated as an optimal problem to maximize the contrast of within-cluster and between-cluster closeness. 

However, most of the existing clustering methods are greedy algorithm. In this poster, we explore the usage of 

a cross-entropy Monte Carlo method for solving such a combinatorial problem. Instead of placing a discrete 

uniform distribution on all the potential solutions, an iterative importance sampling technique is utilized “to 



slowly tighten the net” to place most distributional mass on the optimal community structure and its neighbors. 

Simulation studies were conducted to assess the performance of the method. 
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Abstract: In this work, a fast multipole method (FMM) is proposed to compute long-range interactions of 

wave sources embedded in 3-D layered media. The layered media Green’s function for the Helmholtz equation 

is decomposed into a free space component and four types of reaction field components arising from wave 

reflections and transmissions through the layered media. The proposed algorithm is a combination of the 

classic FMM for the free space component and FMMs specifically designed for the four types of reaction 

components, made possible by new multipole expansions (MEs) and local expansions (LEs) as well as the 

multipole-to-local translation (M2L) operators for the reaction field components. Moreover, equivalent 

polarization source can be defined for each reaction component based on the convergence analysis of its ME. 

The FMMs for the reaction components, implemented with the target particles and equivalent polarization 

sources, are found to be much more efficient than the classic FMM for the free space component due to the 

fact that the equivalent polarization sources and the target particles are always separated by a material 

interface. As a result, the FMM algorithm developed for layered media has a similar computational cost as that 

for the free space. Numerical results validate the fast convergence of the MEs and the O(N) complexity of the 

FMM for interactions of low-frequency wave sources in 3-D layered media. 

 

 

 

 


