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Ensemble Kalman Filter s
Approach

e A byproduct of Kalman filtering algorithm
(Rudalph Kalman 1960).

e Introduced to handle non-linear ocean models

e Demonstrated for the solution of linear least
squares in signal processing and control theory.

e Uses a set of equations to estimate the state of
some process, with the possibility of assimilating
new information as it arrives.

e Advantages

e Don’t have to start all over again
Ingorpgrates all the information in a best possible way,
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Kalman Filtering Algorithm
Example

e You and your friend lost at
nightin a 1-D sea. I

e Goal is to calculate your SN
position with the help of LR e
star sighting. i

e Assume: your friend has T
better knowledge of star s

. . _ 2 1

sighting than you. S s R
Use the observations in best 11 1
possible way to reduce the o> o] " o,

position uncertainty.

The variance of the “update step”
VAR Apdmnyeasysen (2006) 4

decreases



Reduce the Uncertainty H@

/)

14
Assume that your friend is alone d G
in the boat and the motion is _x =1+ w
governed by dt
Discretize using the Euler time r_
stepping: X =Xx,+ Atu+ Atw,

t: model predicted “true state” of xf =Z,t Atu

the process. x,: position today ) )

and w,: corresponding 2 = + AtO

uncertainty. (67) % v

Project the equation “forwardin = x“ = x/ + K,[z, — x|

time” (forecasting step) and 5 12

replace your bad observation (0°)" =(1-K)(07)F: existing info

with it. (67 )’ a: new info
Let your friend take another look K, = 5 . K: Kalman gain
at stars tomorrow. (c') +o0

The rrocess 18 restarted with the moments x2 and o2



Kalman’s Algorithm for g
Reservoir Simulation

e Data: Today’s values of production variables (permeability,
porosity) are available.

e (Goal: To simulate gas/oil ratio in a well.

o Step 1: Forecast tomorrow’s state of the reservoir w/
today’s data (a-priori estimate)  Simulation Step

e Step 2: Take new measurement of production data

tomorrow and “update” the a-priori estimate.
History Matching

e The simulators are highly non-linear.

e Approximate the “true state” by the mean of an
ensemble of model sates. (Evansen 1994)
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EnKF Algorithm ""/@
>

e Initialize: Define an initial ensemble X

e Forecast: Project forward in time the ensemble
X using the equation X/ = f(X)+W, W is the
noise matrix.

e Analysis: Generate observations Z by
perturbing the real observations z. Update the
ensemble X'using the equation

X=X’ +PH'(HPH'+R ) (Z-HX"')
e Go to Forecast Step

e The costly part of the algorithm would be the
mMatex laversion. ;




WCT |
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Ensemble Kalman Filter Idea

% Measurements = = Average initial ensemble

. . e 8 m

Time

B. Vallés, et al. Rogaland Research
8



Ensemble Kalman Filter Idea r /’f-‘*

* Measurements = = Average initial ensemble },.71
WCT | = Ensemble Kalman filter — Average Qi

Time

B. Vallés, et al. Rogaland Research
9
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EnKF Data Assimilation ~/g§%
Summary &
S

e Based on Least Squares for continuous updating the
reservoir model.

e Involves updating static and dynamic quantities such as
pressure, saturations, permeability, porosity, etc.

e One flow simulation per ensemble member (suitable for
parallel computing).

e Production data is assimilated “sequentially”
e Reservoir model is updated in real time.

e Uncertainty prediction is always up-to-date and directly
computed from the ensemble members.

e Ensemble members are updated sequentially in time and
reflect latest assimilated data.

TTU Sci Comp Seminar 4/29/08 10



Who is TIGRE? s
?

e A project of the
High Performance Computing
Across Texas (HIPCAT)

consortium HIPCAT
e HIPCAT started in 1998 with 5 ™
universities in Texas, now 11

universities
e TIGRE has five partner universities

High Performance
Computing Across Texas

Houston Rice Texas A&M  Texas Tech ~ Univ.of fexas

TTU Sci Comp Seminar 4/29/08 at AU St| n1 1



What is TIGRE? s

e Part of the State of Texas’ plan to support Cyberinfrastructure
e Funded by Texas Enterprise Fund [state fund to attract jobs]
e Network - LEARN: $7.3M / 33 institutions
Lonestar Education And Research Network - all optical
e Software - TIGRE: $2.5M / 5 schools
People to build, validate and assess Grid software

e Objectives
e Prototype a state-wide Cyberinfrastructure for
Supporting existing research and education
Attracting new industry

e Goals

e Implement, deploy and validate grid software

e Use three applications “of economic interest to the State of Texas” to
demonstrate Grid capabilities

e Document best practices, train potential users
TTU Sci Comp Seminar 4/29/08 12



Where is TIGRE?

i ﬁ Illlll
-'=ll -ﬂ
ll1

LEARN (Sept. 2007)

LEARN (2008)
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TIGRE Milestones /@

/)

&
e Year 1 (start 12/1/2005) e Year?2
v Q1 v Q1
Certificate Authority, Customer management
minimal testbed service (alpha)
v Q2 v Q2
v Q Stable software stack
Define server software available
stack v Q4
Simple application Hardening, documenting
demonsration Usage/participation
v Q4 policies
Client software stack Demonstrate at SC07

Annual Report Annual Report

TTU Sci Comp Seminar 4/29/08 14
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TIGRE Portal
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http://tigreportal . hipcat.net/gridsphere/gridsphere?cid=resources

Grid Information Browser

Refresh
| Parallel Computing Resources |
— Peak Memory Disk
Name Institution Department System CPUs GFlops GBytes GBytes Status Load Jobs
Computer and
Ada Rice University Information Technology Cray xD1 632 2939 1320 33736 + OR-154G-00
Institute
University of Texas . .
Alamo Health Science Center  DERATtMent of Rocks 1986 Linux 19 0 8.7 1126+ = 20R-76Q-00
at San Antonio Y
. . Texas ARM . — ~150-00
Cosmos Texas A&M University Supsreomputing Fasility SGI Atk 128 566 256 4096 + E— 20R-15G-00
Advanced Computing Eldorado e
Eldorado University of Houston Research Laboratory Itaniume Clustar 126 57 4 2232 + OR-0G-10
University of Texas
Tacinto Health Science Center g%’gﬁgﬂ?@?} i g'"ars?:‘é"ra" LI 44 66 85.1 8433.3 + OR-00-10
at San Antonio ¥
University of Texas
Laredo Health Science Center  DEPATMENt of Dual Athlan 32 0 316 9509+ B R00-00
at San Antonio Y
The University of Texas  Texas Advanced Dell PowerEdge — . -
Lanestar o Austn Computing Center Lirurs Elsier 5200 55000 10400 a4a00 + | 95R-1Q-3920
. : High Performance Dell Linux _n0_0aa
Minigar Texas Tech University Computing Center Cluster 32 230 64 70 + SR-0Q-880
Computer and 2
RTC Rice University Information Technology ['.p Itagl'“”; i 500 1044 s06 7000 + OR-160-00
Institute MLl lUster
TTU-Antaeus  Tewas Tech Universicy  Hidh Performance Dell Xeon 102 2300 96 6000 + B 10R-00-170
Computing Center Cluster f— -
Total: 6695 62312 12861.4 167102.3
| High Throughput Computing Resources |
— Active Active Memory Disk Resource
Name Institution Department System PCs CPUSs GBytes GBytes Details Jobs
glb-test  Texas Tech University g:gg:tgrerformance G Condaor 0/0 68 /68 14 1301 Q Q
The University of Texas at Texas advanced Computing
Roden 100 ek Condar 31/33 31/33 23 1189 Q Q
Total: 31433 99 f 101 37 2490

Jobs Key: #R - Number of Jobs Running, #@ - Number of Jobs Queued, #0 - Number of Jobs in an Other State

TTU Sci Comp Seminar 4/29/08
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TIGRE Software Stacks W

- | = o ".http:r’ﬂgrepormI-hip:nt-rl'rci:;:ri:j::crm'grdsphcrc?c" b [ wasaamoge QO : Bot h d rawn fro m i rtu algﬁ?

- /73'-\/ .
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i D [oolkit (VD1
e
e
L
[ ur» il | I 000 TIGRE Portal
Welcome | R2sources | Documentation | Consuting ’Adrrinistratcrs] = 7 ——————————
- N—— - e (u B ' http: //tigreportal_hipcat.net/gridsphere jgridspherefe v = Q' texas 2&m logo Q
rver are Stac
S
Sarver Software Stack ~ t==
“ATIGRE
ot T Texl i
|Sed ch tles ext \‘v-_:!
|
-l
TIGRE Ser’ver Software Stack r'ﬁ\c‘e come rResoJrces Documentation ] Consulting rMcministrators

Client Software Stack
TIGXE has cefined a commor set o software that should bz availatle on all TIGRE szrver systems. This software inc udes both

services anc cliens for those servicas and we provide a convenizntway to install this software. The TIGRE software stack Client Software Stack
leverages the % Virtual Data Toolkit(VDT) efforts, 30 you may se2 references to tha VDT in this documentand curing the
installation process. These instructions assume that youwil ba perfarming the installaticn as a rcotuser.

ISea-'m Titles Taxt

Contents
TIGRE Client Software Stack

Ifa user w shas 10 access TIGRE directly from thair pe-sonal ccmputer sysierr, TIGRE provides a client sofwere stack that thre user
can inslall ontheir system. I a user accesses TIGRE by firstlogging in to a TIGRE server, this software will alrzady be available

The TIGRE software stack corsists of the ‘ollowing componen:s:

+ W Globue Toolkit 4.0 (servers and clisns)

+ Grid 2rexy programs. For obtaining proxies based cn TIGRE credentials. _ _ o there. The sotware stack leverages he ¥ virual Data [colkit (VOT) 2forts, 50 you may See refrencas o he Vo T in this
+ WS-GRAM. The wed services version of the GRAM and their clisns. This component provides remrote job submission. Aleo ducumentand during the inslalaton process. These instucions assume thal yeu will be perfuming the installation as & noa-rool
included are suppating services sucn as the Reiahle File T-ansfer Service and the Delegaton Service user

« GrdFTF. GridFTP szrver and clierts that provide secure, nigh-tandwidth fi e tansfers.
+ W GESI0penSSH. Provides ssk access n TIGRF systems using TIGRF credentials

« W UberFTP. An nteractive commanc line client for ZridFTP. contents
+ W MyProxy cliert. One way ‘or caching prexics obtained from grid credentials.
» @ Condor-G. Jod submission and management. The TICRE client softwars stack consists of the following companents:

+ O Globus Toolkit4.0 clients

Grid Froxy programs. Far obtaining proxies based on your personal TIGRE credentials.

‘W3-GRAM client. Clent programs and A>ls to access the wed services version of the GRAM. This component allows
“emotz job sukmission, monicoring and conirol. (Fre-WS5 cliert components are included for compatibility with other grid
software imalementations, but a'e notrequired for T13KE.)

SridFTP clients. Client programs and AP's W inkeract with GridFTP servers thal provide secure, Figh-bandwidlt file

« Perl 5.80 or greater ransfers

+ 1ar [any version) O G3| OpenS5H cliznt Provides ssh access W TGRE systems using TIGRE vevenlials.

« dilfrpalch (@ny recent version shoald suffice) 9 UberFTF. An interactive command line client for GricFTF.

= Mython 2.2 argreater (Pasman itself willinstall ifnecessacy) W MyFroxy cliznt Une way for caciing proxies obta ned from grid credentials.

9 Condor-G. Job sLbmission and management.

Requirements

VDT supparis a variety of opetating system and 08 versinns. Please maka sire yeur platfnm is ane ofthe & suppored operating
syslerms. The TIGRE client software stack requires the following software:

[
.

The disk space requiremerts vary per alatform autyou should have no problems if vou have 1-2 3B offrez disk space.

Download from

http://tigreportal.hipcat.net/gridsphere/gridsphere?cid=serverstack

TTU Sci Cgmp Seminar 4/29/08 . . . ) . 16
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TIGRE Software Stacks H/Z?}J

e Server software stack
e Globus 4.x UberFTP
GRAM4 (web services servers) & Condor-G
pre-web services Scheduling (GRMS/Gridway)
GPIR monitoring Job submission (GRMS/globusrun-ws)

GSI OpenSSH server Accounting (none)
Information service (MDS) Account management (GUMS/VOMRS

: OSG/TTU is using)
Resource discovery (MDS) o Privilege management (none)
MyProxy client

e (Client software stack

o Globus 4.x (pre-web services e UberFTP
and web services clients) o MyProxy client
e GSI OpenSSH client e Condor-G

Both drawn from Virtual Data Toolkit (VDT)
Storage is still an unresolved issue for TIGRE

TTU Sci Comp Seminar 4/29/08 17



TIGRE Environment /jjh
4

e Grid middleware consists of “minimal” set of components
derived from VDT.

e Additional components will be added as they become
necessary.

e PacMan packaging and distribution mechanism is used
for distribution of client/server software.

e TACC (IGTF accredited) issues X.509 user/resource
certificates.

e TIGRE Institutions serve as the Registration Authorities
for their respective user base.

o Visit for detailed instructions
on getting user Grid certificates.

TTU Sci Comp Seminar 4/29/08 18



TIGRE Environment (contd.) ”@

o

N/

e Job Scheduling and Management

e TIGRE Supports GRAM4-based job submission
via web services.

e Job submission scripts are written using XML.

e GRAM translates XML into local batch scheduler
script.

e GridFTP is used for file staging

e Login to remote clusters is accomplished through
GSISSH service which requires Grid Certificates

TTU Sci Comp Seminar 4/29/08 19



Typical Job submission script |

<job>
<executable>binary</executable>
<directory>${GLOBUS_USER_ HOME}/DEST-DIR</directory>
<argument>-f</argument>
<argument>input file</argument>
<argument>output file</argument>
<fileStageln>
<transfer>
<sourceUrl>gsiftp://submission-hostname:2811/input file</sourcelUrl>
<destinationUrl>file:///${GLOBUS _USER_HOMEY}/inputfile</destinationUrl>
</transfer>
</fileStageln>
<fileStageOut>
<transfer>
<sourceUrl>file:///${GLOBUS_USER_HOME}/output file</sourceUrl>
<destinationUrl>gsiftp://hostname:2811/output file</destinationUrl>
</transfer>
</fileStageOut>
</job>

TTU Sci Comp Seminar 4/29/08 20



Customer Service System H%

~—
w©

e The TIGRE Portal was designed and deployed
using GridPort and maintained by TACC.

e TIGRE Portal
provides one-stop-service point

e Trouble tickets (OTRS)

e MoinMoin Wiki for content and knowledge
management.

e Resource/user Certificate request and
management

e Tutorials, outreach and training materials

TTU Sci Comp Seminar 4/29/08 21



Global Scheduler ﬁ/z‘%’j

154

o Gridway

http://www.gridway.org/
Interface to local schedulers through GRAM
Resource management through Globus MDS

Dynamical job allocation and execution for efficient resource
usage

Integrated in future releases of Globus Toolkit

e GridLab (Gridge) Resource Management System (GRMS)

http://www.gridge.org/content/view/30/66/,
http://www.gridlab.org/WorkPackages/wp—9/

Interface to local scheduler (LSF, SGE, PBS) via GRAM
GridF TP for file staging
Use MDS querying for resource

TTU Sci Comp Seminar 4/29/08 22



Features of GridWay ,../j;
Metascheduler g,*ji
&4

e Interfaces with cluster specific

DRMAA i Results E

= | 3 schedulers such as LSF, PBS,

G, Jav = 2 etc.

- e i e Simple to use command line
Griaway | [/ Z5 interface for the end users.

e Provides dynamic scheduling
and fault detection and
recovery capabilities

~wsewe | o GridFTP for file staging
* Static resource discovery
* Dynamic scheduling

TTU Sci Comp Seminar 4/29/08 23
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TIGRE Target Applications | 72
Lot

154

Bioscience and Medicine
e UltraScan — Analysis of Macromolecular Assemblies
e Radiation Therapy modeling

Air Quality Modeling
e MesoNet - meteorological information for Texas

s

wse
as

.

‘e
e
e
‘Y
e,
LIy
"y
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Production Field s

W B e 4
ol

T

Geological
Models

TTU Sci Comp Seminar 4/29/08 http://faculty.smu.edu/zchen/research.html
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TAMU’s EnKF Application ;

e Goal: Characterize reservoirs for optimal
reservoir development and management.
e Complexity:

Hundreds of geological models, 50-60 years of real
field production data

Integrates with Schlumberger ECLIPSE for model
propagation

e TIGRE Scope: Supports industry standard data
security requirements.

e Expected Outcomes:

Multi-institutional collaborations

Workforce development, education and outreach
e Collaborators (Current and in progress)

rrusdomdsehibdizsds AMU, UH and UT Austin 2



TAMU’s EnKF

Streamline based covariant conditioning
to reduce ensemble size

SL Assisted EnKF: Workflow

Start with a ensemble of reservoir states l

¥
Run the reservoir simulator up to next available
observation time for each ensemble member

¥

Generate streamlines and compute sensitivites

!

-ondition the Covariance

Compute the covariance matrices

!

TTU Sci Comp Seminar 4/29/08

Update each member of the ensemble

YES

TEXAS
MCERI
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fﬁ*
Simulation “ @
=

«

e ENnKF is Monte Carlo type [Parallelizable]
e TAMU EnKF is integrated with Schlumberger ECLIPSE

e (Calculates cross-covariances between model-specific
and field measurements (permeability, gas/oil ratio, etc)
[Post-processing]

e Prototyped using MPI because it is straightforward.

e Deployed on Cosmos (TAMU’s high demand compute
cluster)

e Runtime depends on number of ECLIPSE licenses,
compute nodes, ensemble size, and historical data.

TTU Sci Comp Seminar 4/29/08 28



MPI (VS) Grid Scheduling m@
52/’3?-"

Message-Passing

e Jobs won't start until
requested nodes are
available

e Takes longer to schedule
N CPU job, if N is large.

e Licenses are node-locked
until MP1_Finalize()

e |deally, # of Licenses
should be equal to N

TTU Sci Comp Seminar 4/29/08

Grid Scheduling
Single CPU jobs
Small/No wait time

Licenses are node-locked
and released.

More jobs can be
scheduled for the same #
of licenses.

Effective resource (CPU,
and license) utilization

29



Cluster Scheduling Options H@}J
%,;

Heavily Loaded Largely Available
e Takes longer to schedule e Parallelizability is
N CPU job compared to restricted by the # of
N single processor jobs available licenses.

Grid Scheduling 1s necessary

TTU Sci Comp Seminar 4/29/08 30



Grid-Enabling Effort 2 Z?%

Step 1: Remove MPI calls from the code . 4
e Convincing the user, making him do the necessary work
e Six weeks, ~2MB text messaging ®

Step 2: Secure resources

e ECLIPSE, Code installation on Grid resources

Step 3: Setup License Sever environment

e Work with Schlumberger/Institutional contacts

Step 4: Demonstration of Services

e Run Jobs across TIGRE, train user and return the token.

Evaluation: \We get a message from the user only
when the Grid server is down ©/®

TTU Sci Comp Seminar 4/29/08 31



EnKF Workflow 5 =

Read Config File (# of Models)

Create N Working Directories

Prepare N input files

Model 1 Model 2 Model N

Eclipse Eclipse Eclipse
Site A Site B Site Z

TTU Sci Comp Seminar 4/29/08 Collect N outputs 32



EnKF Process Management Z%,

- - - - -
-
-
-
-~
~

-
-
-
-
-
-

'/
Geological ™.
Models

~ < -
- -
- -
.-
- -
i -

Eclipse Eclipse Eclipse

Degree of parallelism

Subject to availability of ECLIPSE licenses and CPUs

TTU Sci Comp Seminar 4/29/08 33



Compute Resources

Subset of TIGRE systems

Simulation requires EnKF software and ECLIPSE
licenses

ECLIPSE licenses were pooled from TTU and TAMU

GridWay Metascheduler for TIGRE wide job
management

3

L |

/)

T

o

o)

Cosmos | Texas A&M | SGI Altix SUSE 128 1a64 256 4096 PBS
University 3700 ES9

TTU- | Texas Tech | Dell Xeon CentO 32 x86_64 64 70 LSF
Minigar | University Cluster S4.4

TTU- Texas Tech | Dell Xeon CentO 192 x86_64 96 6000 LSF

ANRBWS; ¢ HBRGHRLEY, 0g/pgCluster S 4.4 34




Job template example

unForward
REQUIREMENTS HOSTNAME="cosm
os.tamu.edu"|HOSTNAME="antaeus.hp
cc.ttu.edu"|HOSTNAME="minigar.hpcc.t
tu.edu”
ARGUMENTS=001
INPUT_FILES 001.tar
OUTPUT _FILES 001.out.tar

GridWay
J
TIGRE Resources as seen by GridWay
—
% gwhost
HID PRIO OS ARCH MHZ %CPU MEM(F/T) DISK(F/T) N(U/F/T)LRMS HOSTNAME
0 Linux2.6.9-42.0 x86_6 3591 1385 3783/4045 19688/56426  0/4/16 LSF  minigar.hpce.ttu.edu

Linux2.6.9-42.0 x86_6 2000 385 3783/4045 19688/56426 0/4/4 LSF  antaeus.hpcc.ttu.edu
Linux2.4.21-sgiia64 1300 785 15000/16000 1221335/2231884 0/2/8 PBS cosmos.tamu.edu
Linux2.6.9-42.0 x86_6 2660 385 11295/12303 150/200 0/4/4  Fork lonestar.tacc.utexas.edu
Linux2.4.21-sgi ia64 3201 185 180/431 40461/74312 0/2/2 Fork eldorado.acrl.uh.edu
Linux2.6.9-42.Eia64 999 185 3323/4124 509671/655157 0/2/2 Fork gridgate.rtc.rice.edu

¥ @& W

TTU Sci Comp Seminar 4/29/08 35
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TIGRE Queue

USER JID DM EM NAME

pingluo
pingluo
pingluo
pingluo
pingluo
pingluo

DM: Dispatch state

88
89
90
91
92
93

wrap
wrap
wrap
wrap
wrap
wrap

pend
pend
actv
pend
done
epil

EM: Execution state
JID: Job Id and

HOST: Site specific cluster and its local batch scheduler.

TTU Sci Comp Seminar 4/29/08

enkf.jt
enkf.jt
enkf.jt
enkf.jt
enkf.jt
enkf.jt

HOST

antaeus.hpcc.ttu.edu/LSF
antaeus.hpcc.ttu.edu/LSF
minigar.hpcc.ttu.edu/LSF
minigar.hpcc.ttu.edu/LSF
cosmos.tamu.edu/PBS
cosmos.tamu.edu/PBS

36
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Test Results

o
2
(D)
m &
% 2 .
= = =
A g ¢
s B
= >
-
S L
@)
2 T
_ , ST mw_agm:m_\w o
S
S
\\%
§m o
\\\\&\\& ¢ 2
g S
: 3
(V]
)
M)
o i
o >
8 o
T o
[
]
2 5§ 888 8 8 8
N A N A ~ ~ +~ - -

esIeq dHEM

3000 4000 37 5000
time days

2000

1000

TTU Sci Comp Seminar 4/29/08



WGOR sm’/sm®

200

180
160
140
120
100

60
40 A
20

Test Results

WGOR:PRO-1

0 1000 2000 3000 4000 5000
time days

Individual Models

WGOR sm/sm®
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Gas-to-0i1l Ratio

History-matched models

WGOR:PRO-1
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Application Demo /‘E_gj
E?,J

e http://eldorado.acrl.uh.edu:9080/tigre-
demo/demo2.pl

e The GWPS was iteratively SCP’ed from
Cosmos (TAMU) to Eldorado (UH)

e Cosmos collects TIGRE runs from TTU,
TAMU for post-processing.

TTU Sci Comp Seminar 4/29/08 39
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Lessons Learned ([T
&
Q)

e Cluster level QoS expected
e User recruitment and retaining
e Learning Curve.

TTU Sci Comp Seminar 4/29/08 40



A

Future Work ""/‘i@
=

Q3

e Runtime analysis between MPI and Grid
Scheduling

e Job-to-license Ratio Management

TTU Sci Comp Seminar 4/29/08 41



A
Summary & Conclusions @
4

Qo

e The EnKF is a Monte Carlo type approach for real time
analysis and characterization of reservoirs.

e The TAMU’s EnKF implementation invokes
Schlumberger ECLIPSE for model specific simulations.

e We have Grid enabled the MPI implementation and
deployed on TIGRE using GridWay metascheduler.

e The Grid-enabling effort is necessary if a single
Institution can not support required number of licenses
and computational resources.

e Efforts are underway to involve other TIGRE schools in
this effort.

e 2 publications and 2 proposals (one submitted).

TTU Sci Comp Seminar 4/29/08 42



Extensions & Collaborations ”/E?%j

154

e Extensions

e Extension of the effort to involve other TIGRE
Institutions

e Environment for education & outreach

e Collaborations

e Dr. Siddiqui, REF Proposal on creating an educational
infrastructure through TIGRE.

e Schlumberger for support with extensions

TTU Sci Comp Seminar 4/29/08 43
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