~
From bl baoh
tv e o < ,
1
T = oo i wl
AP ket odsies
4 A N 6. N G IR E A ; . o
? > What Are Statistics?
« A. o
L7 md o by Cell
e <5 Ty e i e A !
) ..M ) 4
(0 Y€ « 7/ 2OV I VN N L hk M\.m Vr Vol ion va VA Overview
x } i Statistics are numbers, but the practice of statistics is the craft of measuring imperfect
o 5 1 . ledge. That's one definition, and there are many more.
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92 What Are Statistics?

Ponderings
The Business of Statistics

The discipline of statistics provides the framework of balance sheets and income statements
for scientific knowledge. Statistics is an accounting discipline, but instead of accounting for
money. it is accounting for scientific credibility. tois the crafi of weighing and balancing
observational evidence. Scientific conclusions are based on experimental danin the presence
of uncertainty, and statistics is the mechanism to judge the merit of those conclusions—-the
statistical tests are fike credibitity audits, Of course, you can juggle the books and make poor
science sometimes Jook berter than it is. However, there are important phenomena that you

just can't uncover without statistics.

A special joy in statistics is when it can be used as a discovery ool to find out new
phenomena, There are many views of your data—the more perspectives you have on your
data, the more likely you are to find out something new, Statistics as a discovery ool is the
auditing process that unveils phenomena that are not anticipated by a scientific modet and are

unseen with a straightforward analysis. These anomalies lead to hetter scientific models.

Statistics fits models, weights evidence, helps identify patterns in data and then helps find data
points that don’t it the patterns. Statistics is induction from experience: it is there o keep

scare on the evidence that supports scientific models.

Statistic

 the science of uncertainty, credibility accounting, measurement science, truth-
cratt, the stin yvou apply to your data o reveal the hidden structure, the sleuthing rool of a

seientific detective.

Statistics is a necessary bureaucracy of science.

The Yin and Yang of Statistics

There are two sides 1o statistics,

First, there is the Yang of statisties, a shining sun. 'The Yang is always illuminating,
condensing, evaporating uncertainty, and leaving behind the predipitate of knowledge. It
pushes phenomena into torms. The Yang is out to prove things in the presence of uncertainty
and ubtimately compel the data to confess its form, conqueting ignorance headlong. The Yang
demolishes bypotheses by ridicaling their improbability, The Yang mechanically cranks

through the ore of knowledge and distills it o the answer,

On the other side, we find the contrapositive Yin, the moon, reflecting the light. The Yin

catches the shadow of the world, feeling the shape of truth under the umbra. The Yin is

torever looking and listening for clues from the creator, nurturing seeds of pattern and

anomaly into maturing discoverie

untocks doors for us in the middle of the night,

The Yin draws out the puzzle pieces to tantalize our curiosity. It teases our

The Yin whis

anting dream sceds
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pers its secrets to our left hemisphere. It

, making connectior

tickles our sense of mystery untit the climax of revelation-—Eureka!

The Yin and Yang are forever interacting, catalyzed by Random, the agent

we see the world reflected in the pool of experience, the waters are stirred,

surface we can't see exactly how things are. Emerging from this, we tind that the world is

knowable only by degree, that we have knowledge in measure, not in absolute.

The Faces of Statistics

Everyone has a different view of statistics.

Match the definition on this side....

with someone likely to have said it on
this side

1. The literature of numerical facts.

a. Engineer

2. An applied branch of mathematics.

b. Original meaning

3. The science of evidence in the face of uncer
rainty.

¢. Secial scientist

raw data into a few high-nutrient peltets of
knowtedge.

4. A digestive process that condenses a mass of

d. Philosopher

dients and methods as the recipes.

5. A cooking discipline with data as the ingre-

e. Economist

6. The caleutus of empiricism,

f. Computer scientist

7. The lubricant for models of the world.

g. Mathematician

8. A calibration aid.

h. Physicist

9. Adjustment for imperfect measurement.

i. Baseball fan

10. An application of information theory.

j. Lawyer

11, Involves a measurable space, a sigma
algebra, and Lebesgue integration.

k. Joe College

12.'The narion's state.

1. Polirician

13, The proot of the pudding.

m. Businessman

14. The craft of separating signal from noise.

n. Statistician

15. A way to predict the future.
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An interesting way o think of staristics is as a toy for grown-ups; remember that toys are
proxies that children use w model the world, Children use toys to fearn behaviors and develop
explanations and strategies, as aids for internalizing the external. This is the case with
statistical models. You model the world with a mathematical equation, and then see how the

model stacks up to the observed world.

Statistics lives in the interface of the real world data and mathematical models, between
induction and deduction, empiricism and idealism, thought and experience. It seeks 1o

batance real dara and a mathemarical model, Th

model addresses the dara and stretches ro fit.
‘The modet changes and the change of fit is me:

sured, When the model doesn’t fit, the data
suspends from the model and leaves clues. You see patterns in the data that don't fit—this
teads to a betrer model, and points that dont fit into patterns can lead to important

discov

Panic

Some unive

a panic reaction to the subject of statistics. Yet most science,
engineering, business, and social science majors usually have 1o take at least one statistics
course. What are some of the sources of our phobias about statistics?

Abstract Mathematics

Though statistics can becone ve ry mathemadical ro those so inclined, applied statistics can be

tof mathemai

used etfectively with only a very hasic . You can tatk about statistical
properties and procedures without plunging into abstract machematical depths. in this book,

we are interested in looking at applied statistics,

Lingo

Sutisticians often don't hother to tanslate terms like "heteroschedas icity” into varying
variances” or ‘multicollinearity” into ‘closely retated variables.” Or, for that matter, furcher

translate varving variances’ into ‘difference in the spread of values between samples,” and

Hloosely related

fables” into “variables that give similar information.’ We will tame some of

the common statistical terms in the discussions thar follow.

Awkward Phrasing

There is a lot of subtlety tn statistical sratements that can sound awkward, bur the phrasing is
very precise and means exactly what it says. Sometimes statistical statements include multiple
negatives. For example, “The statistical test faited 1o reject the null hypothesis of no effect at

the specified

Ipha fevel.” That iy a quadruple negative statement—count the negatives: ‘fail,”

null, and ‘no effect.” You can reduce the negatives by saying “the statistical results are
not significant” as long as you are careful not to confuse that with the statement “there is no

effect.” Failing to prove something does not prove the opposite!
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A Bad Reputation
The tendency to assume the proof of an effect because you cannot statistically prove the
absence of the effect is the origin of the saying, “Statistics can prove anything. s is what

happens when you twist a term like ‘nonsignificant’ into ‘no effect.” This idea is common in a
courtroom; you can't twist the phrase “there is not enough evidence to prove beyond
reasonable doubt that the accused committed the crime” with “the accused is innocent.”
What nonsignificant really means is that there is not enough data to show a significant

effect—it does not mean that you are certain there is no effect at all.

Uncertainty

Although we are comfortable with uncertainty in ordinary daily life, we are not used to
embracing it in our knowledge of the world. We think of knowledge in terms of hard facts
and solid logic, though much of our most valuable real knowledge is less than solid. We can
say when we know something for sure {yesterday it rained), and we can say when we don't
know {don't know whether it will rain tomorrow). But when we describe knowi g something
with incomplete certainty, it sounds apologetic or uncommitted. For example, it sounds like a
form of equivocation to say that there is a 0.9 chance that it will rain tomorrow. Yet much of

what we think we know is really just that kind of uncertainty.

Preparations

A few fundamental concepts will prepare you for absorbing details in upcoming chaprers.

Three Levels of Uncertainty

Statistics is about uncertainty, but there are several different levels of uncertainty that you have

to keep in separate accounts:

Random Events

iven if you know everything possible about the world, you still have evenrs you can't predict.

You can see an obvious example of this in any gambling casino. You can be an expert at
playing blackjack, but the randomness of the card deck renders the outcome of any game
indeterminate. We make models with random error terms to account for uncertainty due to
randomness. Some of the error term may be due o ignoring details; some may be

measurement errot; but much of it is attributed to inherent randomness.

Unknown Parameters

i i i afte: reven k
Not O:_v\ are you uncertan TO<€ an event is MWO:H%‘ 1O tn out, you C:nﬂ AT,:: CVen —rBCﬂ\

what the numbers (parameters) are in the model that generates the events. You hav
estimate the parameters and test if hypothesized values of them are plausible, given . dara.

This is the chief responsibility of the field of statistics.
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Unknown Models
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what the numbers are in the model, but you don't even know if the form of the model is right.

Statistics is very limired in i help for certifying that the model is correct. Most statistical

conclusions assume that the model is correct. The correcte of the model is the

responsibility of the subject-matter science. Statistics might give you clues if the model is not
carrying the data very well. Statistical analyses can give diagnostic plots to help you see
patterns that could lead o new insights, o betrer models.

Probability and Randomness

In the obd days, statistics texts all began with chapters on probability, Today, many popular
statistics books discuss probability in later chaprers. We skip the balls-in-urns entirely, though

probability is che essence of our subject.

Randomuness makes the world interesting and probability is needed as the m casuring stick.
Probability is the aspect of uncertainty that allows the information content of events to be
measured. It the world were deterministic, then the information value of an event would be
zero because it would already be known to oceur; the probability of the event occurring would
be L. The sun rising tomorrow is 4 carly deterministic event and doesn’t make the front page
of the newspaper when it happens. The event that happens bur has been attributed to r%::m
probability near zero would be big news. For example, the event of extraterrestrial

o intelligent
life forms landing on carth would make the headlines.

Statistical language uses the term probabiliry on several levels:

When we make abservations or collect measurements, our responses are said to have a
probability distriburion. For whatever reason, we assume that something in the world adds
randonness to our observed responses, which makes for all the fun in analyzing data rhat has
unceraingy in it.

We caleulate sratistics using probability distributions, secking the safe position of maximum

likelihood, which is the position of least improbability.

he significance of an event is reported in terms of probability. We demolish staris

hypotheses by making their consequences look incredibly improbable.

rical null

Assumptions

Statisticians are naturally conservarive professionals. Like the boilerplate of official financial
audits, statisticians’ opinions are full of provises such as “assuming that the model is correct
odel is ,

and assuming that the error is Normally distribured, and assuming that the observations are
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independent and identically distributed, and assuming that there is no measurement error,

£ “1

and assuming....” Even then the conclusions are hypothetical, with phrases like “if you say the

hypothesis is false, then the probability of being wrong is less than 0.05.”

Statisticians are just being precise, though they sound like they are Q::?.::m the skills of
cquivocation like a politician, techno-bahble like a technocrat, and trick-prediction like the

Oracle at Delphi.

Ceteris Paribus

A crucial assumption is the ceteris paribus clause, which is Latin for other things being equal.
T'his means we assume that the response we observed was really only affected by the model
and random error; all other factors that might affect the response were maintained at the same
controlled value across all observations or experimental units. This is, of course, often not the
case. especially in observational studies, and the researcher must try to make whatever
adjustments, appeals, or apologies to atone for this. When statistical evidence is admitted in

court cases, there are endless ways to challenge it, based on all the assumptions thar may have

heen violated.

Is the Model Correct?
‘The most important assumption is that your model is right. There are no easy tests for this
assumption. Statistics almost always measure one model against a submodel, and these have

no validity if neither model is appropriate in the first place.

Is the Sample Valid?

The other supremely important issue is that the data relate to your model; that is, that you
have collected your data in a way that is fair to the questions that you will be asking it. }f your
sample is tll-chosen, or if you have skewed vour data by rejecting data in a process that relates
to its applicability to the questions, then your judgments will be flawed. If you have not taken
careful consideration of the direction of causation, you may be in trouble. If taking a response
affects the value of another response, then they are not independent of each other, which can

aftect the study conclusions.

In brief, are your samples fairly taken and are yvour experimental units independent?

Data Mining?

One issue that most researchers are guilty of to a certain exient is stringing together a whole
series of conclusions and assuming that the joint conclusion has the same confidenge as the
individual ones. An example of this is data mining, in which hundreds of models & Jtried
until one is found with the hoped-for results. Just think about the fact that if you cc oy

purely random data, you will find a given test significant at the 0.05 level about 5% of the
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time, So you could just repear the experiment until you get what you wang, discarding the
rest. That's obviously bad science, but something similar often happens in published wE..:Q.
This multiple-testing problem remains largely unaddressed by statistical fiteracure and
sofeware except for some special cases such as means comparisons, a few general methods that
may be inefficient (Bonferroni's adjustment), and expensive, bruge-force approaches
(resampling methods).

Another problem wit this issue is that the same kind of bias is present across unrelared
rescarchers be

awuse nonsignificant results are often not published. Suppose that 20 unrelated
rescarchers do the same experiment, and by random chance one researcher got 1 0.05- level

significant result. That's the result thar gets published.

In light of all the assumptions and pittalls, it is appropriate that statisticians are cautious in the

way they phrease vesults. Our trust in our results bas mits.

Statistical Terms

Staristicians are often unaware that they use certain words in 2 completely different way than
other professionals, In the following list, some definitions will be the same as you are used to

and some will be the opposite:

Model

The statistical model is the mathematical equation that predicts the response variable as a
tunction of other variables, together with some distributional statements about the random
terms that alfow it to nun fic exactly. Sometimes this model is taken very casually in order to
look at trends and rease ot phenomena, and sometimes the model is taken very seriously,

arameters

lo a stadistician, parsmeters are the unknown cocfficients in a model, to be estimated and to
test hypotheses about. They are the indices to distributions: the mean and standard deviation
are the location and scale parameters in the Normal distribution family,

Unfortunately, engineers use the same word {parameters) to describe the factors themselves.

Statisticians usaally name their parameters afier Greek leteers, li i
y name their parameters after Greek leteers, like mul), sigma(a), beta(),
and theta(®). You can tell where statisticians went to school by which Greek and Roman

fetrers they use in various situations. For example, in multivariate models, the 1-Beta-M
fracernity is distinguished from C-Fra-M.

Hypotheses

In science, the hypothesis is th bright idea that you want 1o confirm. In statistics, this is

rurned upside ' hecause it uses lovic ans : R . o h el
upside down hecause it ases logic analogous t a proof-by-contradiction. The so-called
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null hypothesis is usually the statement that you want to demolish. The usual null hypothesis is
that some factor has no effect on the response. You are of course trying to support the
opposite, which is called the alternative hypothesis. You support the alternative hypothesis by

statistically rejecting the null hypothesis.

Two-Sided versus One-Sided, Two-Tailed versus One-Tailed
Most often, the null hypothesis can be stated as some parameter in a model being zero. The
alternative is that it is not zero, which is called a rwo-sided alternative. In some cases, you may

be willing to state the hypothesis with a one-sided alternative, for example that the parameter

is greater than zero. The one-sided test has greater power at the cost of less generality. These
terms have only this narrow technical meaning, and it has nothing to do with common
English phrases like presenting a one-sided argument (prejudiced, biased in the everyday
sense) or being two-faced (hypocrisy or equivocation). You can also substitute the word
“tailed” for “sided.” The idea is to ger a big statistic that is way out in the tails of the
distribution where it is highly improbable. You measure how improbable by calculating the

arca of one of the tails, or the other, or both.

Statistical Significance

Statistical significance is a precise statistical rerm that has no relation to whether an effect is of
practical significance in the real world. Statistical significance usually means that the data gives
you the evidence to believe that some parameter is not the null value. If you have a ton of
data, you can get a statistically significant test when the values of the estimates are practically
zero. I you have very littdle data, you may get an estimate of an effect that would indicate
enormous practical significance, but it is supported by so litile data that it is not statistically
significant. A nonsignificant result is one that might be the result of random variation racher

than a real effect.

Significance Level, p-value, a-level

To reject a null hypothesis, you want small p-values. The p-value is the probability of being
wrong if you declare an effect to be non-null; that is, the probability of rejecting a ‘true’ null
hypothesis. The p-value is sometimes labeled the significance probability, or sometimes labeled
more precisely in terms of the distribution that is doing the measuring. The p-value labeled
“Probs{t]” is read as “the probability of getting a greater ¢ (in absolute ratue).” The a-level is
your standard of the p-value that you claim, so that p-values below this reject the null

liypothesis (that is, they show that there is an effect).

Power, B level 3

Power is how likely you are t detect an effect if it is there. The more data you haw

statistical power. The greater the real effect, the more power. The less random variation in

your world, the more power. The more sensitive your statistical method, the more power. It
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