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Abstract. We prove multiplicative relations between certain Fourier coefficients of de-
gree 2 Siegel eigenforms. These relations are analogous to those for elliptic eigenforms.
We also provide two sets of formulas for the eigenvalues of degree 2 Siegel eigenforms.
The first evaluates the eigenvalues in terms of the form’s Fourier coefficients, in the case
a(I) 6= 0. The second expresses the eigenvalues of index p and p2, for p prime, solely in
terms of p and k, the weight of the form, in the case a(0) 6= 0. From this latter case, we
give simple expressions for the eigenvalues associated to degree 2 Siegel Eisenstein series.

1. Introduction and Statement of Main Results

The theory of Hecke operators provides us with many of the fundamental results about
the spaces of elliptic modular forms. For example, the space of elliptic modular forms, of a
given weight, has a basis of Hecke eigenforms which have multiplicative Fourier coefficients.

Hecke theory has been extended to Siegel modular forms, with the work of Andrianov
at its core (see for example [1, 2, 3]), but in some respects the results aren’t as satisfying.
While the spaces of Siegel modular forms have a basis of eigenforms, and Andrianov
provides us with a comprehensive structure for the relationship between the eigenvalues
and Fourier coefficients of degree 2 eigenforms, we do not get simple multiplicative relations
between the Fourier coefficients, as exists in the elliptic case. The main purpose of this
paper is to prove, using the results of Andrianov, that simple multiplicative relations,
which are analogous to the elliptic case, do exist between certain Fourier coefficients of
degree 2 Siegel eigenforms.

Let f be an elliptic eigenform of weight k ≥ 1 on the full modular group, with Fourier
expansion f(z) =

∑
n≥0 a(n)qn, with q := e2πiz. Then its Fourier coefficients satisfy the

following properties [4, 6]:

(1) If a(1) = 0, then a(m) = 0 for all m ∈ Z+.

(2) a(1) a(mn) = a(m) a(n) when gcd(m,n) = 1.

(3) a(1) a(pr+1) = a(p) a(pr)− pk−1 a(1) a(pr−1), for all p prime and r ≥ 1.

If f is non-zero, then property (1) ensures that a(1) 6= 0, and we can normalize f by
setting a(1) = 1. In which case, we can drop the a(1) factors in properties (2) and (3).

The main result of this paper provides analogous properties for degree 2 Siegel eigen-
forms. Let M2

k (Γ) denote the space of Siegel modular forms of degree 2 and weight k on
the full modular group. Let I denote the 2× 2 identity matrix.
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Theorem 1.1. Let F (Z) =
∑

N≥0 a(N) exp(2πiTr(NZ)) ∈M2
k (Γ) be an eigenform.

(1) If a (I) = 0, then a (mI) = 0 for all m ∈ Z+.

(2) a (I) a (mnI) = a (mI) a (nI) when gcd(m,n) = 1.

(3) a (I) a
(
pr+1I

)
= a (pI) a (prI)− p2k−3 a (I) a

(
pr−1I

)
− pk−2 a (I)

[
2 a
(
pr−1 0
0 pr+1

)
+ (1 + (−1)k)

p−1
2∑

u=1
u2 6≡−1 (mod p)

a
(
pr
(

(1+u2)p−1 u
u p

))]
,

for all p prime and r ≥ 1, and where the last sum is vacuous in the case p = 2.

If a(I) 6= 0, we can normalize F by setting a(I) = 1. In this case we can remove the
a(I) factors from properties (2) and (3) of Theorem 1.1. Unfortunately, property (1) of
Theorem 1.1 is not sufficient to ensure a(I) 6= 0 for non-zero eigenforms, as happens in
the case of elliptic eigenforms. In fact, if the weight k is odd then a(I) = 0, which we
will see in Section 2. However, the following classes of degree 2 Siegel eigenforms all have
a(I) 6= 0: Siegel Eisenstein series, Ek, which have even weight k ≥ 4 (see Section 2); the
unique cusp eigenforms of weights 10 and 12, often denoted χ10 and χ12, which along with
the Eisenstein series E4 and E6 generate the graded ring of even weight degree 2 Siegel
modular forms [9]; and Klingen Eisenstein series generated from elliptic eigenforms [12].

In the elliptic case, the eigenvalues of an eigenform, normalized with a(1) = 1, are
related to the form’s Fourier coefficients in the following way:

λ(m) = a(m) for all m ∈ Z+,

where λ(m) is the eigenvalue associated to the Hecke operator of index m. We can form
a Dirichlet series from the eigenvalues λ(m), and it has the following Euler product:

∞∑
m=1

λ(m)

ms
=
∏
p

(1− λ(p)p−s + pk−1−2s)−1.

Therefore we can generate all eigenvalues if we know λ(p) = a(p) for all primes p. Anal-
ogously, in the degree 2 case, the Andrianov L-function of an eigenform, from which we
can calculate the Dirichlet series formed from its eigenvalues, can be generated by λ(p)
and λ(p2), its eigenvalues of index p and p2 respectively. We prove the following theorems
which describe how these eigenvalues can be calculated from the form’s Fourier coefficients.

Theorem 1.2. Let F (Z) =
∑

N≥0 a(N) exp (2πiTr(NZ)) ∈ M2
k (Γ) be an eigenform,

normalized with a(I) = 1. Let

h1(p) =


2 if p ≡ 1 (mod 4)

1 if p = 2

0 if p ≡ 3 (mod 4),

and h2(p) =

{
2 if p ≡ 1 (mod 4)

0 if p = 2 or p ≡ 3 (mod 4).

Then for any prime p, the eigenvalues of index p and p2 associated to F satisfy

λF (p) = a(pI) + h1(p) p
k−2

and
λF (p2) = a(p2I) + h1(p) p

k−2 a(pI) + h2(p) p
2k−4.
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Formulas for λF (p) and λF (p2) in terms of a
(

1 1/2
1/2 1

)
can be found in [13].

As noted above, not all degree 2 Siegel eigenforms can be normalized with a(I) = 1, so
we have also evaluated the relevant eigenvalues in the case a(0) 6= 0.

Theorem 1.3. Let F (Z) =
∑

N≥0 a(N) exp (2πiTr(NZ)) ∈M2
k (Γ) be an eigenform with

a(0) 6= 0. Then for any prime p, the eigenvalues of index p and p2 associated to F satisfy

λF (p) = 1 + pk−1 + pk−2 + p2k−3,

and

λF (p2) = 1 + pk−2(p+ 1) + p2k−4(p2 + 2p) + p3k−5(p+ 1) + p4k−6.

It is well known (see section 2) that Siegel Eisenstein series are eigenforms and have
a(0) = 1 so the following corollary is immediate.

Corollary 1.4. Let Ek be the Siegel Eisenstein series of weight k. Then for any prime p,
the eigenvalues of index p and p2 associated to Ek satisfy

λEk(p) = 1 + pk−1 + pk−2 + p2k−3,

and

λEk(p2) = 1 + pk−2(p+ 1) + p2k−4(p2 + 2p) + p3k−5(p+ 1) + p4k−6.

The eigenvalues associated to Siegel Eisenstein series have previously been calculated by
Walling in [14] where the above formula for λEk(p) is a special case of Proposition 3.3 of
[14]. We note that Walling chooses to work with the operator T1(p

2) instead of T (p2) thus
evaluating λ1(p

2) instead of λ(p2) as we have done.

2. Siegel Modular Forms, Hecke Operators and Statement of Other
Results

We start this section with a brief introduction to Siegel modular forms. Please see [4, 10]
for further details. Let Am×n denote the set of all m× n matrices with entries in the set
A. For a matrix M we let tM denote its transpose; if M is square, Tr(M) its trace and
Det(M) its determinant; and if M has entries in C, Im(M) its imaginary part. If a matrix
M ∈ Rn×n is positive definite, then we write M > 0, and if M is positive semi-definite,
we write M ≥ 0. The Siegel half-plane H2 of degree 2 is defined by

H2 :=
{
Z ∈ C2×2 | tZ = Z, Im(Z) > 0

}
.

Let

Γ2 := Sp4(Z) =
{
M ∈ Z4×4 | tMJM = J

}
, J =

(
0 I
−I 0

)
,

be the Siegel modular group of degree 2. We will often drop the superscript 2 if the degree
is clear form the context. The modular group Γ2 acts on H2 via the operation

M · Z = (AZ +B) (CZ +D)−1

where M =
(
A B
C D

)
∈ Γ2, Z ∈ H2. A holomorphic function F : H2 → C is called a Siegel

modular form of degree 2 and weight k ∈ Z+ on Γ2 if

F |kM(Z) := Det(CZ +D)−k F (M · Z) = F (Z)
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for all M =
(
A B
C D

)
∈ Γ2. We note that the desired boundedness of F |kM(Z), for any

M ∈ Γ2, when Im(Z)−cI2 ≥ 0, with fixed c > 0, is automatically satisfied by the Koecher
principle. The set of all such modular forms is a finite dimensional vector space over C,
which we denote M2

k (Γ). Every F ∈M2
k (Γ) has a Fourier expansion of the form

F (Z) =
∑
N∈R2

a(N) exp (2πiTr(NZ))

where Z ∈ H2 and

R2 =
{
N = (Nij) ∈ Q2×2 | tN = N ≥ 0, Nii, 2Nij ∈ Z

}
.

We note that

a(UN tU) = Det(U)k a(N) (2.1)

for U ∈ GL2(Z). In particular, if U =
(

0 1
−1 0

)
then we get that

a
(

r b/2
b/2 s

)
= a

(
s −b/2
−b/2 r

)
. (2.2)

Similarly, if U = ( 0 1
1 0 ) then we get that

a
(

r b/2
b/2 s

)
= (−1)k a

(
s b/2
b/2 r

)
.

Therefore, when k is odd, a(I) = 0.
We call F ∈M2

k (Γ) a cusp form if a(N) = 0 for all N 6> 0 and denote the space of such
forms S2

k(Γ).
We define the Siegel Eisenstein series of weight k, denoted Ek, by

Ek(Z) :=
∑
(C,D)

Det(CZ +D)−k

where the sum is over non-associated, with respect to left multiplication by GL2(Z), pairs
of coprime symmetric matrices C,D ∈ Z2×2. We note that Ek ∈ M2

k (Γ) for even k ≥ 4
with Fourier coefficients [7, 11]

ak(N) = ak

(
r b/2
b/2 s

)
=

2

ζ(1− k)ζ(3− 2k)

∑
d|(r,b,s)

dk−1H

(
k − 1,

4rs− b2

d2

)
,

where ζ(·) is the Riemann zeta function and H(·) is Cohen’s generalized class number
function [5]. In particular, ak(0) = 1 and ak(I) 6= 0 for all even k ≥ 4.

In [1], Andrianov gives a very nice description of the Hecke theory for Siegel modular
forms on the full modular group. We gave a brief summary here for the degree 2 case.

Let

S(2) :=
{
M ∈ Z4×4 | tMJM = r(M) J, r(M) = 1, 2, · · ·

}
Then every double coset ΓMΓ, with M ∈ S(2), can be written as union of finitely many
right cosets of Γ in S(2), i.e.,

ΓMΓ =

µ⋃
i=1

Γσi,
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for some σi ∈ S(2), µ ∈ Z+. For each such double coset we associate an operator Tk(ΓMΓ)
which acts on M2

k (Γ) as follows. For F ∈M2
k (Γ),

Tk(ΓMΓ)F := r(M)2k−3
µ∑
i=1

F |kσi.

Tk(ΓMΓ) is independent of the choice of representatives {σi} and maps M2
k (Γ) into itself.

We call F ∈ M2
k (Γ) an eigenform if it is an eigenfunction for all the operators Tk(ΓMΓ),

M ∈ S(2). For all k ≥ 1, M2
k (Γ) has a basis consisting of eigenforms. For even k ≥ 4

the one-dimensional subspace of M2
k (Γ) generated by the Eisenstein series Ek is invariant

under the action of all the Tk(ΓMΓ), and so the Eisenstein series Ek are eigenforms.
We now define the Hecke operator of index m by the following finite sum:

Tk(m) :=
∑

r(M)=m

Tk(ΓMΓ).

Then

Tk(m)Tk(n) = Tk(n)Tk(m) = Tk(mn), when (m,n) = 1. (2.3)

For F ∈M2
k (Γ) an eigenform, we define its eigenvalues, λF (m), by

Tk(m)F = λF (m)F.

We will refer to λF (m) as the eigenvalue of index m associated to F and we note that
these eigenvalues are real.

In [1], Andrianov considers the Fourier coefficients of Tk(m)F , for F ∈ M2
k (Γ). Given

(2.3) it suffices to study Tk(p
δ)F , for δ ≥ 1. Let

Tk(p
δ)F (Z) =

∑
N∈R2

a(pδ;N) exp (2πiTr(NZ)) .

Andrianov provides us with a formula for a(pδ;N) in terms of a(·), the Fourier coefficients
of F , which we state in Theorem 2.1 below. We first note that if F is an eigenform, then
for any N ∈ R2 we have the relation

a(N)λ(pδ) = a(pδ;N). (2.4)

Let

R(pβ) =

{(
u1 u2
u3 u4

)
∈ SL2(Z) | (u1, u2) (mod pβ)

}
be any set of 2 × 2 integral matrices whose first row ranges over a complete set of rep-
resentatives of the equivalence classes of relatively prime integers under the equivalence
relation

(u1, u2) ∼ (u′1, u
′
2) (mod pβ)⇔ au1 ≡ u′1, au2 ≡ u′2 (mod pβ), (2.5)

for some a ∈
(
Z/pβZ

)×
, and whose second rows are chosen so that u1u4 − u2u3 = 1. For

N =
(

r b/2
b/2 s

)
, let

(
ru bu/2
bu/2 su

)
= UN tU , for a given U ∈ SL2(Z).
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Theorem 2.1 (Andrianov [1, (2.1.11)]). For p prime and N =
(

r b/2
b/2 s

)
,

a(pδ;N) =
∑

α+β+γ=δ
α,β,γ≥0

p(k−2)β+(2k−3)γ
∑

U∈R(pβ)

ru≡0 (mod pβ+γ)
bu≡su≡0 (mod pγ)

a

(
pα
(
rup−β−γ

bu
2
p−γ

bu
2
p−γ supβ−γ

))

Theorem 2.1 corresponds to the level one case of Proposition 5.16 in [3]. To prove our
main results we will need to evaluate and simplify the result in Theorem 2.1 under certain
circumstances. Corollaries (2.2) - (2.5) are the results of these efforts. Let δx(y1, y2, . . . , yn)
equal 1 if x divides each of y1, y2, . . . yn, and zero otherwise.

Corollary 2.2. For p prime and N =
(

r b/2
b/2 s

)
with s 6≡ 0 (mod p),

a(pδ;N) = a(pδN) +

δ∑
β=1

p(k−2)β
pβ−1∑
u=0

r+bu+su2≡0 (pβ)

a
(
pδ−β

(
(r+bu+su2)p−β b/2+su

b/2+su spβ

))

Corollary 2.3. For p prime and m ∈ Z+ such that (m, p) = 1,

a(pδ;mI) = a(mpδI) +


2

δ∑
β=1

p(k−2)β a(mpδ−βI) if p ≡ 1 (mod 4)

pk−2 a(mpδ−1I) if p = 2

0 if p ≡ 3 (mod 4).

Corollary 2.4. For p prime and N =
(

r b/2
b/2 s

)
,

a(p;N) = a(pN) + pk−2

 p−1∑
u=0

r+bu+su2≡0 (p)

a
(

(r+bu+su2)p−1 b/2+su
b/2+su sp

)
+ δp(s) a

(
rp b/2

b/2 sp−1

)
+ δp(r, b, s) p

2k−3 a(p−1N).

Corollary 2.5. For p prime and N =
(

r b/2
b/2 s

)
,

a(p2;N) = a(p2N) + p2k−3 δp(r, b, s) a(N) + p4k−6 δp2(r, b, s) a(p−2N)

+ pk−2

 p−1∑
u=0

r+bu+su2≡0 (p)

a
(
p
(

(r+bu+su2)p−1 b/2+su
b/2+su sp

))
+ δp(s) a

(
p
(
rp b/2

b/2 sp−1

))

+ p2k−4

 p2−1∑
u=0

r+bu+su2≡0 (p2)

a
(

(r+bu+su2)p−2 b/2+su

b/2+su sp2

)
+

p−1∑
u=0

bup+s≡0 (p2)

a
(

rp2 rup+b/2

rup+b/2 ru2+(bup+s)p−2

)
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+ p3k−5


p−1∑
u=0

r+bu+su2≡0 (p2)
b≡s≡0(p)

a
(

(r+bu+su2)p−2 (b/2+su)p−1

(b/2+su)p−1 s

)
+ δp(r, b) δp2(s) a

(
r b

2
p−1

b
2
p−1 sp−2

)
 .

3. Proofs

We will first need the following lemmas. The first of which examines the sets R(pβ), for
β = 0, 1, 2, which appear in Theorem 2.1.

Lemma 3.1. We can choose R(p0), R(p1) and R(p2) as follows:

R(p0) = {( 1 0
0 1 )};

R(p1) = {( 1 u
0 1 ) | u = 0, 1, · · · , p− 1} ∪ {

(
0 1
−1 0

)
}; and

R(p2) = {( 1 u
0 1 ) | u = 0, 1, · · · , p2 − 1} ∪ {

(
up 1
−1 0

)
| u = 0, · · · , p− 1}.

Proof of Lemma 3.1. β = 0: Given any relatively prime pair (u1, u2), then (u1, u2) ∼ (1, 0)
(mod p0).
β = 1: We first note that no two pairs from (1, 0), (1, 1), · · · (1, p − 1) and (0, 1) are
equivalent under ∼ (mod p). Consider a pair of relatively prime integers (u1, u2). If
p | u1 then p - u2 and (u1, u2) ∼ (0, 1) (mod p), where the relation is got by taking a to
be the inverse of u2 modulo p, in (2.5). If p - u1 then (u1, u2) ∼ (1, u) (mod p) where
u ∈ {0, 1, · · · , p− 1} and u ≡ u−11 u2 (mod p).
β = 2 : We note that no two pairs from (1, 0), (1, 1), · · · (1, p2−1), (p, 1), (2p, 1), · · · (p2−p, 1)
and (0, 1) are equivalent under ∼ (mod p2). Consider a pair of relatively prime integers
(u1, u2). If p2 | u1 then p - u2 and (u1, u2) ∼ (0, 1) (mod p2), where the relation is got by
taking a to be the inverse of u2 modulo p2, in (2.5). If p | u1 but p2 - u1 then p - u2 and we
can let u1 = rp for some r ∈ {1, 2, · · · p− 1}. Then (u1, u2) = (rp, u2) ∼ (up, 1) (mod p2)
where u ∈ {1, · · · , p − 1} and u ≡ sr (mod p), where s is the inverse of u2 modulo p2.
Finally if p - u1 then (u1, u2) ∼ (1, u) (mod p2) where u ∈ {0, 1, · · · , p2−1} and u ≡ u−11 u2
(mod p2). �

We will need the following two results to simplify many of the Fourier coefficients in
later results. The first recalls a fact about primes congruent to 1 modulo 4.

Proposition 3.2. Let p ≡ 1 (mod 4) be prime and let β be a positive integer. There exist
positive integers xβ, yβ such that pβ = x2β + y2β with xβ odd, yβ even and p - xβ, p - yβ.

Proof. This is well known in the case β = 1. When β = 2, x2 = |x21 − y21| and y2 = 2x1y1
satisfy the conditions. We now inductively define xn+1 and yn+1, for n > 1, in a similar
manner. If pn = x2n + y2n satisfies the terms of the proposition, then

pn+1 = pnp = (x2n + y2n)(x21 + y21)

= |x1xn + y1yn|2 + |xny1 − x1yn|2

= |x1xn − y1yn|2 + |xny1 + x1yn|2.
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Now p cannot divide both x1xn+y1yn and x1xn−y1yn. Otherwise p would have to divide
their sum, 2x1xn, which is a contradiction. We let xn+1 be the one of |x1xn + y1yn| and
|x1xn − y1yn| which is not divisible by p. We then choose the corresponding yn+1 from
|xny1 ± x1yn|. �

Lemma 3.3. Let p ≡ 1 (mod 4) be prime and let β be a positive integer. Then for an
integer u satisfying u2 ≡ −1 (mod pβ) there exists S ∈ SL2(Z) such that

S tS =

(
(1 + u2)/pβ u

u pβ

)
.

Proof. We choose xβ, yβ in accordance with Proposition 3.2 such that pβ = x2β + y2β .
Consider

S1 =

(
(uyβ + xβ)/pβ (uxβ − yβ)/pβ

yβ xβ

)
and S2 =

(
(uyβ − xβ)/pβ −(uxβ + yβ)/pβ

yβ −xβ

)
.

It is easy to check that Det(S1) = Det(S2) = 1 and that

S1
tS1 = S2

tS2 =

(
(1 + u2)/pβ u

u pβ

)
.

We will now show that one of S1, S2 is integral. Whichever one that is, then satisfies the
requirements in the lemma for S. Consider

(uyβ + xβ)(uyβ − xβ) = u2y2β − x2β ≡ −y2β − x2β ≡ 0 (mod pβ).

So pβ | (uyβ + xβ)(uyβ − xβ). If p | uyβ + xβ and p | uyβ − xβ then p | 2xβ, which is a

contradiction. So pβ | uyβ+xβ or pβ | uyβ−xβ. Similarly, by considering (uxβ−yβ)(uxβ+

yβ) we can show that pβ | uxβ − yβ or pβ | uxβ + yβ.

Assume pβ | uyβ + xβ. If also pβ | uxβ + yβ, then pβ divides their difference, i.e.,

pβ | (xβ − yβ)(u− 1). Now p - u− 1, as u2 ≡ −1 (mod p), so pβ | xβ − yβ. In which case

pβ | (xβ − yβ)(xβ + yβ) + (x2β + y2β) = 2x2β,

which is a contradiction. So pβ - uxβ + yβ. Therefore pβ | uxβ − yβ. So we have proved

that if pβ | uyβ + xβ then pβ | uxβ − yβ also, and hence S1 is integral. Similarly, if we

assume pβ | uyβ−xβ then we can show that pβ - uxβ−yβ. This implies that pβ | uxβ +yβ
and that S2 is integral in this case. Therefore one of S1, S2 must be integral. �

We now prove Corollaries 2.2 - 2.4 which we will then use to prove Theorem 1.1.

Proof of Corollary 2.2. Consider Theorem 2.1. Let U = ( u1 u2u3 u4 ). Then(
ru bu/2
bu/2 su

)
=

(
ru21 + bu1u2 + su22 ru1u3 + b

2(u1u4 + u2u3) + su2u4
ru1u3 + b

2(u1u4 + u2u3) + su2u4 ru23 + bu3u4 + su24

)
.

We first consider the case when β = 0. By Lemma 3.1, R(p0) = {I} and so U = I is the
only term to consider in the second sum. In which case su = s. The condition on the
second sum that su ≡ 0 (mod pγ) then implies γ = 0, as s 6≡ 0 (mod p). Therefore, the
contribution to a(pδ;N) in the β = 0 case is a(pδN).

Now we consider when β ≥ 1. The condition ru ≡ 0 (mod pβ) implies p | ru21 + bu1u2 +
su22. If p | u1 then p - u2 as (u1, u2) = 1 and so p | s. So if s 6≡ 0 (mod p) then p - u1.
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In this case (u1, u2) ∼ (1, u) (mod pβ), where u ∈ {0, 1, · · · , pβ − 1} with u ≡ u−11 u2

(mod pβ), and u−11 is the inverse of u1 in
(
Z/pβZ

)×
. So if s 6≡ 0 (mod p) we need only

consider U in the subset {( 1 u
0 1 ) | u = 0, 1, · · · , pβ − 1} of R(pβ). Note that if U = ( 1 u

0 1 )
then (

ru
bu
2

bu
2 su

)
=

(
r + bu+ su2 b

2 + su
b
2 + su s

)
.

In particular su = s and so the condition that su ≡ 0 (mod pγ) implies γ = 0. Thus
Theorem 2.1 reduces to

a(pδ;N) = a(pδN) +
δ∑

β=1

p(k−2)β
pβ−1∑
u=0

r+bu+su2≡0 (pβ)

a
(
pδ−β

(
(r+bu+su2)p−β b/2+su

b/2+su spβ

))
,

as required.
�

Proof of Corollary 2.3. Taking N = mI in Corollary 2.2 we get

a(pδ;mI) = a(mpδI) +

δ∑
β=1

p(k−2)β
pβ−1∑
u=0

m+mu2≡0 (pβ)

a
(
mpδ−β

(
(1+u2)p−β u

u pβ

))

Now m + mu2 ≡ 0 (mod pβ) ⇔ u2 ≡ −1 (mod pβ) as (m, p) = 1. If p ≡ 3 (mod 4) there
is no such u and so a(pδ;mI) = a(mpδI). If p = 2 the only solution to u2 ≡ −1 (mod pβ)
is when β = 1, in which case u = 1 and

a(pδ;mI) = a(mpδI) + pk−2 a
(
mpδ−1 ( 1 1

1 2 )
)
.

Taking U = ( 1 0
1 1 ) and N = mpδ−1I in (2.1) we see that

a
(
mpδ−1 ( 1 1

1 2 )
)

= a(mpδ−1I).

Now we examine the case when p ≡ 1 (mod 4). From Lemma 3.3 we know there exists
S ∈ SL2(Z) such that

S tS =
(

(1+u2)/pβ u

u pβ

)
.

Therefore
S mpδ−βI tS = mpδ−β

(
(1+u2)p−β u

u pβ

)
,

and so by (2.1) we see that

a
(
mpδ−β

(
(1+u2)p−β u

u pβ

))
= a(mpδ−βI).

Noting that u2 ≡ −1 (mod pβ) has two solutions when p ≡ 1 (mod 4), completes the
proof. �

Proof of Corollary 2.4. We put δ = 1 in Theorem 2.1 and consider the cases α = 1, β = 1
and γ = 1 separately.
Case 1: α = 1. When α = 1 then β = γ = 0 and R(pβ) = {I} by Lemma 3.1. Therefore
the contribution to a(p;N) in this case is

a(p;N)1 = a(pN).
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Case 2: β = 1. When β = 1 then α = γ = 0 and R(pβ) = {( 1 u
0 1 ) | u = 0, 1, · · · , p − 1} ∪

{
(

0 1
−1 0

)
}, by Lemma 3.1. When U =

(
0 1
−1 0

)
then

(
ru bu/2
bu/2 su

)
=
(

s −b/2
−b/2 r

)
and when

U = ( 1 u
0 1 ) then

(
ru bu/2
bu/2 su

)
=
(
r+bu+su2 b/2+su
b/2+su s

)
. Therefore the contribution to a(p;N)

in this case is

a(p;N)2 = pk−2

 p−1∑
u=0

r+bu+su2≡0 (p)

a
(

(r+bu+su2)p−1 b/2+su
b/2+su sp

)
+ a

(
sp−1 −b/2
−b/2 rp

) ,
where the last term requires s ≡ 0 (mod p). Note that by (2.2) we get

a
(
sp−1 −b/2
−b/2 rp

)
= a

(
rp b/2

b/2 sp−1

)
.

Case 3: γ = 1. When γ = 1 then α = β = 0 and R(pβ) = {I}. Therefore the contribution
to a(p;N) in this case is

a(p;N)3 = p2k−3 a(p−1N),

and we require r ≡ b ≡ s ≡ 0 (mod p).
Combining the three cases we get the desired result. �

Proof of Theorem 1.1. (1) Let n ∈ Z+. Taking m = n in Corollary 2.3 and considering
(2.4) we see that, when (n, p) = 1,

a(nI)λ(pδ) = a(npδI) +


2

δ∑
β=1

p(k−2)β a(npδ−βI) if p ≡ 1 (mod 4)

pk−2 a(npδ−1I) if p = 2

0 if p ≡ 3 (mod 4),

(3.1)

and, specifically, in the case δ = 1 we get that

a(nI)λ(p) = a(npI) +


2 pk−2 a(nI) if p ≡ 1 (mod 4)

pk−2 a(nI) if p = 2

0 if p ≡ 3 (mod 4).

(3.2)

Therefore, if a(nI) = 0 then a(npI) = 0, whenever (n, p) = 1. Inductively, we can then
show, using (3.1), that

a(nI) = 0⇒ a(npδI) = 0, (3.3)

for any δ ∈ Z+, whenever (n, p) = 1. If m = pδ11 p
δ2
2 · · · p

δk
k for distinct primes p1, p2, · · · pk,

then repeated use of (3.3) yields

a(I) = 0⇒ a(pδ11 I) = 0⇒ a(pδ11 p
δ2
2 I) = 0⇒ · · · ⇒ a(mI) = 0,

as required.
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(2) If a(I) = 0 then part (1) tells us that all terms are zero, and hence the statement is
trivially true. Assume a(I) 6= 0. It then suffices to prove

a(I)a(mpδI) = a(mI)a(pδI), (3.4)

for (m, p) = 1, δ ∈ Z+.
We start with the δ = 1 case. From (3.2) we know that

a(mI)λ(p) = a(mpI) +


2 pk−2 a(mI) if p ≡ 1 (mod 4)

pk−2 a(mI) if p = 2

0 if p ≡ 3 (mod 4),

(3.5)

and, when m = 1,

a(I)λ(p) = a(pI) +


2pk−2 a(I) if p ≡ 1 (mod 4)

pk−2 a(I) if p = 2

0 if p ≡ 3 (mod 4).

(3.6)

We now multiply both sides of (3.5) by a(I) and both sides of (3.6) by a(mI), and then
compare the resulting expressions. In all cases we get a(I)a(mpI) = a(mI)a(pI), as
required.

We prove the general case by induction. Assume (3.4) holds for all 1 ≤ t < δ. From
(3.1) we know that

a(mI)λ(pδ) = a(mpδI) +


2

δ∑
β=1

p(k−2)β a(mpδ−βI) if p ≡ 1 (mod 4)

pk−2 a(mpδ−1I) if p = 2

0 if p ≡ 3 (mod 4),

(3.7)

and, when m = 1,

a(I)λ(pδ) = a(pδI) +


2

δ∑
β=1

p(k−2)β a(pδ−βI) if p ≡ 1 (mod 4)

pk−2 a(pδ−1I) if p = 2

0 if p ≡ 3 (mod 4).

(3.8)

We now multiply both sides of (3.7) by a(I) and both sides of (3.8) by a(mI), and then
compare the resulting expressions. Note that a(I)a(mpδ−βI) = a(mI)a(pδ−βI) for all
1 ≤ β ≤ δ by the induction hypothesis. Therefore, in all cases we get a(I)a(mpδI) =
a(mI)a(pδI), as required.



12 DERMOT McCARTHY

(3) Taking N = prI, for r ≥ 1, in Corollary 2.4 and combining with (2.4) we get that

a(prI)λ(p) =

a(pr+1I) + pk−2

[
p−1∑
u=0

a
(
pr−1(1+u2) pru

pru pr+1

)
+ a

(
pr+1 0
0 pr−1

)]
+ p2k−3 a(pr−1I) (3.9)

Multiplying both sides of (3.9) by a(I) and both sides of (3.6), which comes from Corollary
2.3 with δ = m = 1 so still holds, by a(prI), and comparing the resulting expressions yields

a(I)a(pr+1I) = a(pI)a(prI)− p2k−3a(I)a(pr−1I)− pk−2a(I)

×

[
2 a
(
pr+1 0
0 pr−1

)
+

p−1∑
u=1

a
(
pr−1(1+u2) pru

pru pr+1

)
− a(prI)×

{
2 if p ≡ 1 (mod 4),

1 if p = 2.

]
(3.10)

If p = 2 then u = 1 is the only contribution to the sum, and a
(
pr−1(1+u2) pru

pru pr+1

)
=

a (pr ( 1 1
1 2 )). Now ( 1 0

1 1 ) I ( 1 1
0 1 ) = ( 1 1

1 2 ) and so, by (2.1), a (pr ( 1 1
1 2 )) = a(prI). Therefore

the result is proven in the case p = 2.
We now consider the case when p ≡ 1 (mod 4). When u2 ≡ −1 (mod p) we know from

Lemma 3.3, with β = 1, that there exists S ∈ SL2(Z) such that

S prI tS = pr
(

(1 + u2)/p u
u p

)
,

and so by (2.1), a
(
pr−1(1+u2) pru

pru pr+1

)
= a(prI). There are two solutions to u2 ≡ −1 (mod p)

in the range 1 ≤ u ≤ p−1, when p ≡ 1 (mod 4), and none when p ≡ 3 (mod 4). Therefore,
when p 6= 2, (3.10) becomes,

a(I)a(pr+1I) = a(pI)a(prI)− p2k−3a(I)a(pr−1I)− pk−2a(I)

×

2 a
(
pr+1 0
0 pr−1

)
+

p−1∑
u=1

u2 6≡−1 (mod p)

a
(
pr−1(1+u2) pru

pru pr+1

) .
Using (2.1) again and noting that(−1 1

0 1

)
pr
(

(1+u2)/p u
u p

) (−1 0
1 1

)
= pr

(
(1+(p−u)2)/p p−u

p−u p

)
,

tells us that

a
(
pr−1(1+(p−u)2) pr(p−u)

pr(p−u) pr+1

)
= (−1)k a

(
pr−1(1+u2) pru

pru pr+1

)
,

which completes the proof. �

We now prove Corollary 2.5 which we use to prove Theorems 1.2 and 1.3.

Proof of Corollary 2.5. We put δ = 2 in Theorem 2.1 and consider separately the six cases
covering each of the possible values for (α, β, γ).
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Case 1: (α, β, γ) = (2, 0, 0). In this case R(pβ) = {I} by Lemma 3.1. Therefore the
contribution to a(p;N) in this case is

a(p;N)1 = a(p2N).

Case 2: (α, β, γ) = (0, 2, 0). In this case R(pβ) = R(p2) = {( 1 u
0 1 ) | u = 0, 1, · · · , p2 −

1} ∪ {
(
up 1
−1 0

)
| u = 0, · · · , p − 1} by Lemma 3.1. When U = ( 1 u

0 1 ) then
(

ru bu/2
bu/2 su

)
=(

r+bu+su2 b/2+su
b/2+su s

)
, and when U =

(
up 1
−1 0

)
then

(
ru bu/2
bu/2 su

)
=
(
r(up)2+bup+s −rup−b/2
−rup−b/2 r

)
.

Therefore the contribution to a(p;N) in this case is

a(p;N)2 = p2k−4

 p2−1∑
u=0

r+bu+su2≡0 (p2)

a
(

(r+bu+su2)p−2 b/2+su

b/2+su sp2

)

+

p−1∑
u=0

bup+s≡0 (p2)

a
(

(r(up)2+bup+s)p−2 −rup−b/2
−rup−b/2 rp2

) .
Note that by (2.2) we get(

(r(up)2+bup+s)p−2 −rup−b/2
−rup−b/2 rp2

)
=
(

rp2 rup+b/2

rup+b/2 (r(up)2+bup+s)p−2

)
.

Case 3: (α, β, γ) = (0, 0, 2). In this case R(pβ) = {I} by Lemma 3.1. Therefore the
contribution to a(p;N) in this case is

a(p;N)3 = p4k−6 a(p−2N),

where we require r ≡ b ≡ s ≡ 0 (mod p2).
Case 4: (α, β, γ) = (1, 1, 0). In this case R(pβ) = R(p1) = {( 1 u

0 1 ) | u = 0, 1, · · · , p − 1} ∪
{
(

0 1
−1 0

)
} by Lemma 3.1. When U =

(
0 1
−1 0

)
then

(
ru bu/2
bu/2 su

)
=
(

s −b/2
−b/2 r

)
and when

U = ( 1 u
0 1 ) then

(
ru bu/2
bu/2 su

)
=
(
r+bu+su2 b/2+su
b/2+su s

)
. Therefore the contribution to a(p;N)

in this case is

a(p;N)4 = pk−2

 p−1∑
u=0

r+bu+su2≡0 (p)

a
(
p
(

(r+bu+su2)p−1 b/2+su
b/2+su sp

))
+ a

(
p
(
sp−1 −b/2
−b/2 rp

)) ,
where we require s ≡ 0 (mod p) in the last term. We then use (2.2) on the last term.
Case 5: (α, β, γ) = (1, 0, 1). In this case R(pβ) = {I} by Lemma 3.1. Therefore the
contribution to a(p;N) in this case is

a(p;N)5 = p2k−3 a(N),

where we require r ≡ b ≡ s ≡ 0 (mod p).
Case 6: (α, β, γ) = (0, 1, 1). In this case R(pβ) = R(p1) = {( 1 u

0 1 ) | u = 0, 1, · · · , p − 1} ∪
{
(

0 1
−1 0

)
} by Lemma 3.1. When U =

(
0 1
−1 0

)
then

(
ru bu/2
bu/2 su

)
=
(

s −b/2
−b/2 r

)
and when
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U = ( 1 u
0 1 ) then

(
ru bu/2
bu/2 su

)
=
(
r+bu+su2 b/2+su
b/2+su s

)
. Therefore the contribution to a(p;N)

in this case is

a(p;N)6 = p3k−5


p−1∑
u=0

r+bu+su2≡0 (p2)
b≡s≡0 (p)

a
(
p−1

(
(r+bu+su2)p−1 b/2+su

b/2+su sp

))
+ a

(
p−1

(
sp−1 −b/2
−b/2 rp

))
 ,

where we require s ≡ 0 (mod p2) and r ≡ b ≡ 0 (mod p) in the last term. We then use
(2.2) on the last term to get the desired format.

�

Proof of Theorem 1.2. We take N = I in Corollaries 2.4 and 2.5 and simplify. From
Corollary 2.4 we get that

a(p; I) = a(pI) + pk−2
p−1∑
u=0

u2≡−1 (p)

a
(

(1+u2)p−1 u
u p

)
.

If p ≡ 3 (mod 4) then u2 ≡ −1 (mod p) has no solution and so in this case a(p; I) = a(pI).
If p ≡ 1 (mod 4) there are exactly 2 distinct solutions to u2 ≡ −1 (mod p) for 0 ≤ u ≤ p−1.
Also, in this case, Lemma 3.3 tells us that there exists S ∈ SL2(Z) such that

S tS =
(

(1+u2)p−1 u
u p

)
,

and so

a
(

(1+u2)p−1 u
u p

)
= a(S I tS) = a(I)

by (2.1). Therefore when p ≡ 1 (mod 4) we have

a(p; I) = a(pI) + 2 pk−2 a(I).

If p = 2 then u = 1 is the only solution to u2 ≡ −1 (mod p) and

a
(

(1+u2)p−1 u
u p

)
= a ( 1 1

1 2 ) = a (( 1 0
1 1 ) I ( 1 1

0 1 )) = a(I)

by (2.1). So if p = 2 then a(p; I) = a(pI) + pk−2 a(I). Now using the fact that a(I)λ(p) =
a(p; I) by (2.4), and noting that a(I) = 1, yields the result for λ(p).

Letting N = I in Corollary 2.5 we get that

a(p2; I)

= a(p2 I) + pk−2
p−1∑
u=0

u2≡−1 (p)

a
(
p
(

(1+u2)p−1 u
u p

))
+ p2k−4

p2−1∑
u=0

u2≡−1 (p2)

a
(

(1+u2)p−2 u

u p2

)
.

Let β ∈ {1, 2}. If p ≡ 3 (mod 4) then u2 ≡ −1 (mod pβ) has no solution and so in this
case a(p2; I) = a(p2I). If p ≡ 1 (mod 4) there are exactly 2 distinct solutions to u2 ≡ −1
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(mod pβ) for 0 ≤ u ≤ pβ − 1. Also, in this case, Lemma 3.3 tells us that there exists
S ∈ SL2(Z) such that

S tS =
(

(1+u2)p−β u

u pβ

)
.

Therefore

a
(

(1+u2)p−2 u

u p2

)
= a(S I tS) = a(I)

and

a
(
p
(

(1+u2)p−1 u
u p

))
= a(S pI tS) = a(pI),

by (2.1). So when p ≡ 1 (mod 4) we have

a(p2; I) = a(p2I) + 2 pk−2 a(pI) + 2 p2k−4 a(I).

If p = 2 then u2 ≡ −1 (mod p2) has no solutions and u = 1 is the only solution to u2 ≡ −1
(mod p). In the latter case

a
(
p
(

(1+u2)p−1 u
u p

))
= a (p ( 1 1

1 2 )) = a (( 1 0
1 1 ) pI ( 1 1

0 1 )) = a(pI)

by (2.1). So if p = 2 then a(p2; I) = a(p2I) + pk−2 a(pI). Now using the fact that
a(I)λ(p2) = a(p2; I) by (2.4), and noting that a(I) = 1, completes the proof. �

Proof of Theorem 1.3. We take N = 0 = ( 0 0
0 0 ) in Corollaries 2.4 and 2.5. From Corollary

2.4 we get that

a(p; 0) = a(0) + pk−2 [p a(0) + a(0)] + p2k−3 a(0).

Therefore, applying (2.4) with N = 0 and noting that a(0) 6= 0,

λ(p) = 1 + pk−2 [p+ 1] + p2k−3,

as required. Similarly, from Corollary 2.5 we get that

a(p2; 0) = a(0) + p2k−3 a(0) + p4k−6 a(0) + pk−2 [p a(0) + a(0)]

+ p2k−4
[
p2 a(0) + p a(0)

]
+ p3k−5 [p a(0) + a(0)] ,

and so

λ(p2) = 1 + p2k−3 + p4k−6 + pk−2 [p+ 1] + p2k−4
[
p2 + p

]
+ p3k−5 [p+ 1] ,

as required. �

4. Concluding Remarks

The results in this paper rely heavily on Andrianov’s formula, Theorem 2.1, for relating
the Fourier coefficients of T (pδ)F to the Fourier coefficients of F . Evdokimov [8] generalizes
this formula to degree 2 Siegel eigenforms with level. This generalization can also be
derived from Andrianov’s results in [3, Proposition 5.16]. Using Evdokimov’s result, we
plan to investigate if the results of this paper can be generalized to forms with level. This
will be the subject of a forthcoming paper. Preliminary investigations suggest that, at
the very least, multiplicative relations between Fourier coefficients, analogous to those in
Theorem 1.1, can be found for degree 2 Siegel eigenforms of level 2, and for degree 2 Siegel
eigenforms constructed from half-integral Igusa theta constants, which are of level 8.
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