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Assume $\nu=1$.
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Can we improve this?
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Let $u \in D_{A}$, then

$$
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$$
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## Proofs of Main Results

Lemma (V. Busuioc - T. S. Ratiu)
Let $\mathcal{O}$ be an open subset of $\mathbb{R}^{3}$ such that $\Gamma_{*}=\partial \Omega \cap \mathcal{O} \neq \emptyset$. Let $u$ belong to $C^{1}\left(\bar{\Omega} \cap \mathcal{O}, \mathbb{R}^{3}\right)$ and satisfy Navier boundary condition on $\Gamma_{*}$. Suppose $\check{N} \in C^{1}\left(\bar{\Omega} \cap \mathcal{O}, \mathbb{R}^{3}\right)$ with the restriction $\left.\check{N}\right|_{\Gamma_{*}}$ being a unit normal vector field on $\Gamma_{*}$. Then

$$
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Lemma (Key Lemma)
Let $u \in D_{A}$ and $\Phi \in H^{\perp}$. Then
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$$

where $C>0$ depends on $\Omega$.
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## Proof.

Let $\omega=\nabla \times u$ and $\Phi=\nabla \phi$. By the density argument, we can assume $u$ and $\Phi$ are smooth. We have $\nabla \times \omega=-\Delta u$ and $\nabla \times \Phi=0$.Then

$$
\begin{aligned}
\int_{\Omega} \Delta u \cdot \Phi d x & =-\int_{\Omega}(\nabla \times \omega) \cdot \Phi d x \\
& =-\int_{\Omega} \omega \cdot(\nabla \times \Phi) d x-\int_{\partial \Omega}(\omega \times \Phi) \cdot N d \sigma \\
& =\int_{\partial \Omega}(\omega \times N) \cdot \Phi d \sigma
\end{aligned}
$$

Let $N(x), x \in \Omega$, be a $C^{2}$-extension of $N$.
Define $G(u)=N \times\left[(\nabla N)^{*} u\right]$ on $\bar{\Omega}$.
By Busuioc-Ratiu Lemma, we have

$$
2 N \times\left. G(u)\right|_{\partial \Omega}=N \times \omega
$$

(continued).
We thus have

$$
\begin{aligned}
\int_{\Omega} \Delta u \cdot \Phi d x & =-\int_{\partial \Omega} 2(N \times G(u)) \cdot \Phi d \sigma \\
& =\int_{\partial \Omega} 2(\Phi \times G(u)) \cdot N d \sigma \\
& =2 \int_{\Omega} \nabla \cdot(\Phi \times G(u)) d x \\
& =2 \int_{\Omega} \Phi \cdot(\nabla \times G(u))-(\nabla \times \Phi) \cdot G(u) d x \\
& =2 \int_{\Omega} \Phi \cdot(\nabla \times G(u)) d x .
\end{aligned}
$$

(continued).
We thus have

$$
\begin{aligned}
\int_{\Omega} \Delta u \cdot \Phi d x & =-\int_{\partial \Omega} 2(N \times G(u)) \cdot \Phi d \sigma \\
& =\int_{\partial \Omega} 2(\Phi \times G(u)) \cdot N d \sigma \\
& =2 \int_{\Omega} \nabla \cdot(\Phi \times G(u)) d x \\
& =2 \int_{\Omega} \Phi \cdot(\nabla \times G(u))-(\nabla \times \Phi) \cdot G(u) d x \\
& =2 \int_{\Omega} \Phi \cdot(\nabla \times G(u)) d x .
\end{aligned}
$$

Since $|\nabla \times G(u)| \leq C(|\nabla u|+|u|)$, we obtain

$$
\left|\int_{\Omega} \Delta u \cdot \Phi d x\right| \leq C \int_{\Omega}|\Phi|(|\nabla u|+|u|) d x \leq C\|\Phi\|_{L^{2}}\|u\|_{H^{1}} .
$$

Proof of the Inequality in General Domain.
Let $\Phi=A u+\Delta u=-P \Delta u+\Delta u$, then $\Phi \in H^{\perp}$. Since $A u$ and $\Phi$ are orthogonal in $L^{2}\left(\Omega, \mathbb{R}^{3}\right)$, we have

$$
\int_{\Omega}|\Phi|^{2} d x=\int_{\Omega}(A u+\Delta u) \cdot \Phi d x=\int_{\Omega} \Delta u \cdot \Phi d x
$$

Applying the Key Lemma, we obtain

$$
\|\Phi\|_{L^{2}}^{2} \leq C\|\Phi\|_{L^{2}}\|u\|_{H^{1}}
$$
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Proof of the Inequality in Thin Domain.
Key point (from IRS which works for our domain as well): new $G(u)$ defined on $\overline{\Omega_{\varepsilon}}$ which gives a better estimate for $|\nabla \times G(u)|$.

## Proof of the Inequality in Thin Domain.

Key point (from IRS which works for our domain as well): new $G(u)$ defined on $\overline{\Omega_{\varepsilon}}$ which gives a better estimate for $|\nabla \times G(u)|$. Note: in Busuioc-Ratiu Lemma, if $\left.\check{N}\right|_{\Gamma_{*}}= \pm N$ then we have

$$
N \times(\nabla \times u)=2 N \times\left(\check{N} \times\left((\nabla \check{N})^{*} u\right)\right) \text { on } \Gamma_{*} .
$$

## Proof of the Inequality in Thin Domain.

Key point (from IRS which works for our domain as well): new $G(u)$ defined on $\overline{\Omega_{\varepsilon}}$ which gives a better estimate for $|\nabla \times G(u)|$. Note: in Busuioc-Ratiu Lemma, if $\left.\check{N}\right|_{\Gamma_{*}}= \pm N$ then we have

$$
N \times(\nabla \times u)=2 N \times\left(\check{N} \times\left((\nabla \check{N})^{*} u\right)\right) \text { on } \Gamma_{*} .
$$

Find good $\tilde{N}$ defined on $\overline{\Omega_{\varepsilon}^{\prime}}$ such that

$$
\left.\tilde{N}\right|_{\Gamma_{0}^{\prime}}=-N \text { and }\left.\tilde{N}\right|_{\Gamma_{1}^{\prime}}=N .
$$

## Proof of the Inequality in Thin Domain.

Key point (from IRS which works for our domain as well): new $G(u)$ defined on $\overline{\Omega_{\varepsilon}}$ which gives a better estimate for $|\nabla \times G(u)|$. Note: in Busuioc-Ratiu Lemma, if $\left.\check{N}\right|_{\Gamma_{*}}= \pm N$ then we have

$$
N \times(\nabla \times u)=2 N \times\left(\check{N} \times\left((\nabla \check{N})^{*} u\right)\right) \text { on } \Gamma_{*} .
$$

Find good $\tilde{N}$ defined on $\overline{\Omega_{\varepsilon}^{\prime}}$ such that

$$
\left.\tilde{N}\right|_{\Gamma_{0}^{\prime}}=-N \text { and }\left.\tilde{N}\right|_{\Gamma_{1}^{\prime}}=N
$$

Define $G(u)$ on the closure of $\Omega_{\varepsilon}^{\prime}$ by

$$
G(u)=\tilde{N} \times\left[(\nabla \tilde{N})^{*} u\right] .
$$

## Proof of the Inequality in Thin Domain.

Key point (from IRS which works for our domain as well): new $G(u)$ defined on $\overline{\Omega_{\varepsilon}}$ which gives a better estimate for $|\nabla \times G(u)|$. Note: in Busuioc-Ratiu Lemma, if $\left.\check{N}\right|_{\Gamma_{*}}= \pm N$ then we have

$$
N \times(\nabla \times u)=2 N \times\left(\check{N} \times\left((\nabla \check{N})^{*} u\right)\right) \text { on } \Gamma_{*} .
$$

Find good $\tilde{N}$ defined on $\overline{\Omega_{\varepsilon}^{\prime}}$ such that

$$
\left.\tilde{N}\right|_{\Gamma_{0}^{\prime}}=-N \text { and }\left.\tilde{N}\right|_{\Gamma_{1}^{\prime}}=N
$$

Define $G(u)$ on the closure of $\Omega_{\varepsilon}^{\prime}$ by

$$
G(u)=\tilde{N} \times\left[(\nabla \tilde{N})^{*} u\right] .
$$

Then we have

$$
|\nabla G(u)| \leq C \varepsilon|\nabla u|+C|u| \text { in } \Omega_{\varepsilon}^{\prime} .
$$

## Remark

In the proofs above the role of condition (B) is to obtain $H_{0}=\{0\}$.

## Remark

In the proofs above the role of condition $(B)$ is to obtain $H_{0}=\{0\}$. In fact, we have proved, without using condition (B), the following estimate:

Theorem
Even when Condition (B) is not satisfied, we have

$$
\|\tilde{P} \Delta u-\Delta u\|_{L^{2}(\Omega)} \leq C\|u\|_{H^{1}(\Omega)}
$$

for $u \in H^{2}\left(\Omega, \mathbb{R}^{3}\right) \cap \tilde{H}$ satisfying the Navier boundary condition on $\partial \Omega$.
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\Omega_{R, R^{\prime}}=\left\{x \in \mathbb{R}^{3}: R<|x|<R^{\prime}\right\},
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where $R^{\prime}>R>0$.
Condition (B) is not satisfied and hence $H_{0} \neq\{0\}$.
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## Spherical Domain

Consider the following spherical domains

$$
\Omega_{R, R^{\prime}}=\left\{x \in \mathbb{R}^{3}: R<|x|<R^{\prime}\right\}
$$

where $R^{\prime}>R>0$.
Condition (B) is not satisfied and hence $H_{0} \neq\{0\}$.
Theorem
Let $R^{\prime}>R>0$ and $u \in H^{2}\left(\Omega_{R, R^{\prime}}, \mathbb{R}^{3}\right) \cap \tilde{H}$ satisfying the Navier boundary condition on $\partial \Omega_{R, R^{\prime}}$, then

$$
\|\tilde{P} \Delta u-\Delta u\|_{L^{2}\left(\Omega_{R, R^{\prime}}\right)} \leq C\left(\frac{1}{R^{2}}\|u\|_{L^{2}\left(\Omega_{R, R^{\prime}}\right)}+\frac{1}{R}\|\nabla u\|_{L^{2}\left(\Omega_{R, R^{\prime}}\right)}\right),
$$

where $C>0$ is independent of $R$ and $R^{\prime}$.
Proof.
Use $\tilde{N}=e_{r}$ and do calculations in spherical coordinates.
Remark
In the study of ocean flows: $R^{\prime}=(1+\varepsilon) R$.
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Consider NSE in $\Omega_{\varepsilon}^{\prime}$ with Navier boundary condition. Uniform equivalence of $\|A u\|_{L^{2}}$ and $\|u\|_{H^{2}}$ when $\varepsilon$ is small. We want

$$
C\|u\|_{H^{2}} \leq\|A u\|_{L^{2}} \leq\|u\|_{H^{2}}
$$

for $u \in D_{A}$, where $C$ is independent of $\varepsilon$.
Strategy:
MISSING: $\|u\|_{H^{2}} \leq\|\Delta u\|_{L^{2}}+C\|u\|_{H^{1}}$.
Using our result:

$$
\|\Delta u\|_{L^{2}} \leq\|A u\|_{L^{2}}+\|A u+\Delta u\|_{L^{2}} \leq\|A u\|_{L^{2}}+C\|u\|_{H^{1}} .
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## Estimates in Navier-Stokes equations

Consider NSE in $\Omega_{\varepsilon}^{\prime}$ with Navier boundary condition. Uniform equivalence of $\|A u\|_{L^{2}}$ and $\|u\|_{H^{2}}$ when $\varepsilon$ is small. We want

$$
C\|u\|_{H^{2}} \leq\|A u\|_{L^{2}} \leq\|u\|_{H^{2}}
$$

for $u \in D_{A}$, where $C$ is independent of $\varepsilon$.
Strategy:
MISSING: $\|u\|_{H^{2}} \leq\|\Delta u\|_{L^{2}}+C\|u\|_{H^{1}}$.
Using our result:
$\|\Delta u\|_{L^{2}} \leq\|A u\|_{L^{2}}+\|A u+\Delta u\|_{L^{2}} \leq\|A u\|_{L^{2}}+C\|u\|_{H^{1}}$. MISSING Korn's Inequality: $\|u\|_{H^{1}} \leq C\left\|A^{1 / 2} u\right\|_{L^{2}} \leq C\|A u\|_{L^{2}}$.
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Estimate of the Trilinear term $\langle(u \cdot \nabla) u, A u\rangle$.
In thin domain, $u=v+w$ where $v$ is 2D-like, and $w$ has good Poincare-like inequalities. Then we estimate

$$
\begin{aligned}
\langle(u \cdot \nabla) u, A u\rangle= & \langle(w \cdot \nabla) u, A u\rangle+\langle(v \cdot \nabla) u, A u\rangle \\
= & \langle(w \cdot \nabla) u, A u\rangle+\langle(v \cdot \nabla) u, A u+\Delta u\rangle \\
& -\langle(v \cdot \nabla) u, \Delta u\rangle
\end{aligned}
$$

Estimate of the Trilinear term $\langle(u \cdot \nabla) u, A u\rangle$.
In thin domain, $u=v+w$ where $v$ is 2D-like, and $w$ has good Poincare-like inequalities. Then we estimate

$$
\begin{aligned}
\langle(u \cdot \nabla) u, A u\rangle= & \langle(w \cdot \nabla) u, A u\rangle+\langle(v \cdot \nabla) u, A u\rangle \\
= & \langle(w \cdot \nabla) u, A u\rangle+\langle(v \cdot \nabla) u, A u+\Delta u\rangle \\
& -\langle(v \cdot \nabla) u, \Delta u\rangle .
\end{aligned}
$$

One of the above terms

$$
\begin{aligned}
& |\langle(v \cdot \nabla) u, A u+\Delta u\rangle| \leq C\|v \mid \nabla u\|_{L^{2}}\left(\varepsilon\|u\|_{H^{1}}+\|u\|_{L^{2}}\right) \\
& \leq C\left\{\varepsilon^{-1 / 4}\|u\|_{L^{2}}^{1 / 2}\|u\|_{H^{1}}\|u\|_{H^{2}}^{1 / 2}+\|u\|_{L^{2}}^{1 / 2}\|u\|_{H^{1}}^{1 / 2}\|u\|_{H^{2}}\right\} \\
& \quad \times\left(\varepsilon\|u\|_{H^{1}}+\|u\|_{L^{2}}\right) .
\end{aligned}
$$

which is acceptable.

## Other discussions

- Non-linear estimate
- Commutator estimate
- Other boundary conditions.


## Non-linear estimate

In the Key Lemma, what do we get if $\Phi$ is $(u \cdot \nabla) u$ or related term?
Can we use this to improve the estimate of the trilinear term?

## Commutator estimate

Liu-Pego proved for Dirichlet boundary condition in general $\Omega$ that

$$
\|P \Delta u-\Delta P u\|_{L^{2}} \leq\left(\varepsilon+\frac{1}{2}\right)\|u\|_{H^{2}}+C_{\varepsilon}\|u\|_{H^{1}}
$$

for $u \in H^{2} \cap H_{0}^{1}$.

## Other boundary conditions

Example: friction boundary condition on $\partial \Omega$ :

$$
u \cdot N=0, \quad[(D u) N]_{\tan }+\alpha u=0
$$

where $\alpha>0$ is the friction coefficient.
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Example: friction boundary condition on $\partial \Omega$ :

$$
u \cdot N=0, \quad[(D u) N]_{\tan }+\alpha u=0
$$

where $\alpha>0$ is the friction coefficient.
In thin domain $\Omega_{\varepsilon}$, the friction $\alpha=\alpha_{\varepsilon}$.
If $\alpha_{\varepsilon}=O(\varepsilon)$ as $\varepsilon \rightarrow 0$, the same method works.

## Other boundary conditions

Example: friction boundary condition on $\partial \Omega$ :

$$
u \cdot N=0, \quad[(D u) N]_{\tan }+\alpha u=0
$$

where $\alpha>0$ is the friction coefficient.
In thin domain $\Omega_{\varepsilon}$, the friction $\alpha=\alpha_{\varepsilon}$.
If $\alpha_{\varepsilon}=O(\varepsilon)$ as $\varepsilon \rightarrow 0$, the same method works.
What if $\alpha_{\varepsilon} \leq \alpha$ ? (more. . in Spring or next Fall!)
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## Miscellaneous

Green's formula: for $u \in H^{2}\left(\Omega_{\varepsilon}\right)$ and $v \in H^{1}\left(\Omega_{\varepsilon}\right)$ :

$$
\begin{aligned}
\int_{\Omega_{\varepsilon}} \Delta u \cdot v d x= & \int_{\Omega_{\varepsilon}}-2(D u: D v)+(\nabla \cdot u)(\nabla \cdot v) d x \\
& +\int_{\partial \Omega_{\varepsilon}}\{2((D u) N) \cdot v-(\nabla \cdot u)(v \cdot N)\} d \sigma .
\end{aligned}
$$

